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Cut Heuristic Summary

Roadmap for this Chapter

m We first introduce a new normal form for delete-free STRIPS tasks
that simplifies later definitions.

m We then present a method that computes disjunctive action
landmarks for such tasks.

m We conclude with the LM-cut heuristic
that builds on this method.
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i-g Form

[e] Jele]

Delete-Free STRIPS Planning Task in i-g Form (1)

In this chapter, we only consider delete-free STRIPS tasks
in a special form:

Definition (i-g Form for Delete-free STRIPS)
A delete-free STRIPS planning task (V, I, 0, y) is in i-g form if

m V contains atomsiand g
m Initially exactly i is true: I(v) = Tiffv =
m g is the only goal atom: y = {g}

m Every action has at least one precondition.
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i-g Form arks : Cut Heuristic

[e]e] o]

Transformation to i-g Form

Every delete-free STRIPS task 1 = (V, I, O, y) can easily be transformed
into an analogous task in i-g form.

If i or g are in V already, rename them everywhere.
m AddiandgtoV.

m Add an operator {({i},{ve V| I(v) =T} {},0).

m Add an operator (y, {g}, {}, 0).

m Replace all operator preconditions T with i.

]

Replace initial state and goal.
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i-g Form arks € Cut Heuristic

[e]e] o]

Transformation to i-g Form

Every delete-free STRIPS task 1 = (V, I, O, y) can easily be transformed
into an analogous task in i-g form.

m IfiorgareinV already, rename them everywhere.
m AddiandgtoV.

m Add an operator {({i},{ve V| I(v) =T} {},0).

m Add an operator (y, {g}, {}, 0).

m Replace all operator preconditions T with i.

]

Replace initial state and goal.

For the remainder of this chapter, we assume tasks in i-g form.
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i-g Form Cut Landmarks ut Heuristic Summary
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Example: Delete-Free Planning Task in i-g Form

Consider a delete-relaxed STRIPS planning (V, I, O, y) with
V={iab,cdg}l={ibTtU{vi>F|lveV\{il},y =gand
operators
B Oplye = <{I}’ {a’ b}’ {}’ 4)'
Ogreen = <{’}’ {G, C}’ {}a 5>1
Oblack = <{I}’ {ba C}, {}’ 3>1
Ored = <{b’ C}’ {d}’ {}’ 2>r and
Oorange = <{aa d}’ {g}, {}, O)-

optimal solution?
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i-g Form Cut Landmarks e LM-Cut Heuristic Summary
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Example: Delete-Free Planning Task in i-g Form

Consider a delete-relaxed STRIPS planning (V, I, O, y) with
V={iab,cdg}l={ibTtU{vi>F|lveV\{il},y =gand
operators

B Oplye = <{I}’ {a’ b}’ {}’ 4)'

B Ogreen = {{i}, {a, ¢}, {},5),

u Oblack = <{I}’ {ba C}, {}’ 3>1

B Ored = <{b’ C}’ {d}’ {}’ 2>r and

B Oorange = <{aa d}’ {g}, {}, O)-

optimal solution to reach g from i

m plan: (Oplues Oblacks Oreds Oorange>

mocost: 4+3+2+0=9 (= h*(I) because plan is optimal)
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Cut Landmarks
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Cut Landmarks
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Cut Landmarks
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Cut Landmarks € Cut Heuristic

[e]e] lelelele]e]

Justification Graphs

Definition (Precondition Choice Function)

A precondition choice function (pcf) P : 0 — V for a
delete-free STRIPS task 1 = (V, I, 0, y) in i-g form
maps each operator to one of its preconditions

(i.e, P(0) € pre(o) forall o € 0).

Definition (Justification Graphs)

Let P be a pcffor (V, 1,0, y) in i-g form. The justification graph for P is
the directed, edge-labeled graph J = (V, E), where

m the vertices are the variables from V, and

m E contains an edge P(0) > aforeacho € 0,a € add(o).
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Cut Landmarks

[e]e]e] lelele]e]

Example: Justification Graph

Example (Precondition Choice Function)

P(0blue) = P(Ogreen) = P(0plack) = i, P(0red) = b, P(Oorange) =a
obwe = {{i}, {a, b}, {},4)
Ogreen = <{I}’ {av C}’ {}7 5>

/ Oplack = <{’}7 {b’ C}’ {}73>

(o)
=0 orea = (b, ch {d}. {1,2)

\ Oorange = ({a,d}, {g},{},0)
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Cut Landmarks

[e]e]e] lelele]e]

Example: Justification Graph

Example (Precondition Choice Function)

P(0blue) = P(Ogreen) = P(0plack) =i, P(0red) = b, P(Oorange) =a

opwe = {{i},{a, b}, {},4)

P’ (Oplue) = P,(Ogreen) = P’ (oplack) = i, P'(0red) = ¢, P,(Omange) =d
Ogreen = {it. {a,c}, {}.5)

/ Oplack = <{’}7 {b’ C}’ {}73>

()
=0 orea = (b, ch {d}. {1,2)

\ Oorange = ({a,d}, {g},{},0)
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Cut Landmarks

00008000

Cuts

Definition (Cut)

A cut in a justification graph is a subset C of its edges such that all paths
from i to g contain an edge from C.

Oblue = <{’}7 {Cl, b}’ {}9 4)
Ogreen = ({i}, {a’ C}, {}v 5>
Oblack = <{’}, {b’ C}7 {}’ 3)

=0 0rea = ({b.c} ). (3.2)

Oorange = ({a, d}, {g}, {}v 0>
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Cut Landmarks
00008000

Cuts

Definition (Cut)

A cut in a justification graph is a subset C of its edges such that all paths
from i to g contain an edge from C.

obwe = {{i}, {a, b}, {}, 4)
Ogreen = ({i}, {a’ C}, {}v 5>
Oblack = <{’}, {b’ C}7 {}’ 3)
ored = ({b, c}, {d}, {}.2)
Oorange = ({a, d}, {g}, {}v 0>
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Cut Landmarks 1€ Cut Heuristic Summary
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Cuts are Disjunctive Action Landmarks

Theorem (Cuts are Disjunctive Action Landmarks)

Let P be a pcffor (V, 1,0, y) (in i-g form) and
C be a cut in the justification graph for P.

The set of edge labels from C (formally {o | {v,0,V’) € C})
is a disjunctive action landmarRk for I.
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Cut Landmarks
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Example: Cuts in Justification Graphs

Example (Landmarks)

m L= {Oorange} (cost = 0)

Oplue = <{’}’ {G, b}’ {}7 4)
Ogreen = <{i}, {Cl, C}, {}95>
oblack = {{i}, {b, c}, {},3)
Ored = <{b7 C}’ {d}7 {}’ 2>
Oorange = ({a, d}, {g}’ {}v 0>
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Cut Landmarks e ut Heuristic
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Example: Cuts in Justification Graphs

Example (Landmarks)

mL= {Oorange} (cost = 0) m L= {Ogreen, Oblack} (cost =3)

Oplue = <{’}’ {G, b}’ {}7 4)
Ogreen = <{i}, {Cl, C}, {}95>
oblack = {{i}, {b, c}, {},3)
Ored = <{b7 C}’ {d}7 {}’ 2>
Oorange = ({a, d}, {g}’ {}v 0>
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Cut Landmarks
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Example: Cuts in Justification Graphs

Example (Landmarks)

m L= {Oorange} (cost = 0) mL= {Ogreen, Oplack} (cost = 3)
m L3 = {0q} (cost =2)

Oplue = <{’}’ {G, b}’ {}7 4)
Ogreen = <{I}a {Cl, C}’ {}95>
oblack = {{i}, {b, c},{},3)

=0 ored = ({b, ¢}, {d}, {1,2)

RS Oorange = {{a, d}, {g}, {},0)
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Cut Landmarks
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Example: Cuts in Justification Graphs

Example (Landmarks)

® Ly = {0000 (cost=0) ® Ly = {Ogrcens Oplack } (cOSt = 3)
m L3 = {0q} (cost=2) L= {Ogreen’ Oblue} (cost = 4)
/// ,’/ Oplue = <{’}’ {07 b}’{}74>
J/ e Ogreen = {i}. {a,c}, {},5)
Lo oplack = ({i}, {b,c}, {}.3)

=0 ored = ({b, ¢}, {d}, {1,2)

Oorange = ({a, d}, {g}’ {}v 0>
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Cut Landmarks 1€ Cut Heuristic Summary

O0000000e

Power of Cuts in Justification Graphs

® Which landmarks can be computed with the cut method?
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Summary

Cut Landmarks 1€ Cut Heuristic

O0000000e

Power of Cuts in Justification Graphs

® Which landmarks can be computed with the cut method?

m all interesting ones!

Proposition (perfect hitting set heuristics)
Let L be the set of all “cut landmarks” of a given planning task with
initial state I. Then h"">( L) = h* ().

~> Hitting set heuristic for £ is perfect.
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The LM-Cut Heuristic

The LM-Cut Heuristic
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The LM-Cut Heuristic
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The LM-Cut Heuristic

[e]e] lelelele}

LM-Cut Heuristic: Motivation

m In general, there are exponentially many pcfs, hence computing all
relevant landmarks is not tractable.

m The LM-cut heuristic is a method that chooses pcfs
and computes cuts in a goal-oriented way.
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The LM-Cut Heuristic

[e]ele] Jelele}

LM-Cut Heuristic

ptM-cut. Helmert & Domshlak (2009)

Initialize h*""¢Ut(1) := 0. Then iterate:

o
2]

Compute h™** values of the variables. Stop if h"*(g) = 0.

Compute justification graph G for the P that chooses preconditions
with maximal h™® value

Determine the goal zone V; of G that consists of all nodes that have
a zero-cost path to g.

Compute the cut L that contains the labels of all edges (v, 0, V)
such that v ¢ Vg, v/ € V5 and v can be reached from i without
traversing a node in V.

It is guaranteed that cost(L) > 0.

Increase h*™<Ut() by cost(L).

Decrease cost(0) by cost(L) forall o € L.
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The LM-Cut Heuristic

[e]ele]e] Jlele}

Reminder: h™® Algorithm

For STRIPS tasks (which includes delete-free tasks in i-g form), we can
use the simplified relaxed task graph from Chapter F2 to compute h™?*,

Computing h™® Values in a Simplified Relaxed Task Graph

Associate a cost attribute with each node.
for all nodes n:
n.cost := oo
while no fixed point is reached:
Choose a node n.
if n is an AND node that is not an operator node:
N.cost := MaXy epredecessors(n) N’ -COSt
if n is a node for operator o:
n.cost := cost(0) + MaXy epredecessors(n) N’ -COSt
if nis an OR node:
N.cost := MiNy epredecessors(n) N’ -COSt

The overall heuristic value is the cost of the goal node, ng.cost. 2002



The LM-Cut Heuristic
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Example: Computation of LM-Cut

opwe = ({i}, {a, b}, {},4)
Ogreen = <{’}’ {a’ C}’ {}’ 5>
Oblack = ({I}’ {b’ C}? {}’ 3)

-0 ored = {{b,c}, {d}, {}.2)

Oorange = {{a,d}, {g},{},0)

round | P(0orange) | P(Ored) landmark cost

hLM-cut(’) 0
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The LM-Cut Heuristic
0000080

Example: Computation of LM-Cut

@ Compute h™ values of the variables

4

opwe = ({i}, {a, b}, {},4)
Ogreen = ({’}’ {a’ C}’ {}’ 5>
Oblack = <{I}’ {b’ C}? {}’ 3)

‘e ored = {{b,c}, {d}, {},2)

5 Oorange = {{a,d}, {g},{},0)

3 round | P(0orange) | P(Ored) landmark cost

hLM-cut(’) 0
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The LM-Cut Heuristic
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Example: Computation of LM-Cut

© Compute justification graph

opwe = ({i}, {a, b}, {},4)
Ogreen = ({’}’ {a’ C}’ {}’ 5>
Oblack = <{I}’ {b’ C}? {}’ 3)

a ored = {{b, ¢}, {d}, {},2)

\ 5 Oorange = {{a,d}, {g},{},0)

round | P(0orange) | P(Ored) landmark cost
1 d b

hLM-cut(’) 0
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The LM-Cut Heuristic
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Example: Computation of LM-Cut

© Determine goal zone

oblwe = ({i}, {a, b}, {}, 4)
Ogreen = ({i}’ {a’ C}’ {}’ 5>
0 PRI oplack = {{i}, {b.c}. {}.3)

"; Ored = <{b$ C}s{d}$ {}’ 2>
5 Oorange = {{a,d}, {g},{},0)

3 round | P(0orange) | P(Ored) landmark cost
1 d b

hLM-cut(’) 0
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The LM-Cut Heuristic
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Example: Computation of LM-Cut

@ Compute cut

oblwe = ({i}, {a, b}, {}, 4)
Ogreen = ({i}’ {a’ C}’ {}’ 5>
0 PRI oplack = {{i}, {b.c}. {}.3)

"; Ored = <{b$ C}s{d}$ {}’ 2>
5 Oorange = {{a,d}, {g},{},0)

3 round | P(0orange) | P(Ored) landmark cost
1 d b {Ored} 2

hLM-cut(’) 0
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The LM-Cut Heuristic
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Example: Computation of LM-Cut

@ Increase h*MCUt(}) by cost(L)

oblwe = ({i}, {a, b}, {}, 4)
Ogreen = ({i}’ {a’ C}’ {}’ 5>
0 PRI oplack = {{i}, {b.c}. {}.3)

"; Ored = <{b$ C}s{d}$ {}’ 2>
5 Oorange = {{a,d}, {g},{},0)

3 round | P(0orange) | P(Ored) landmark cost
1 d b {Ored} 2

hLM-cut(’) 2
21/24




The LM-Cut Heuristic
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Example: Computation of LM-Cut

@ Decrease cost(0) by cost(L) forallo € L

oblwe = ({i}, {a, b}, {}, 4)
Ogreen = ({i}’ {a’ C}’ {}’ 5>
0 PRI oplack = {{i}, {b.c}. {}.3)

"; Ored = <{b$ C}s{d}$ {}’ 0>
5 Oorange = ({a,d}, {g},{},0)

3 round | P(0orange) | P(Ored) landmark cost
1 d b {Ored} 2

hLM-cut(’) 2
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The LM-Cut Heuristic
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Example: Computation of LM-Cut

@ Compute h™ values of the variables

4

opwe = ({i}, {a, b}, {},4)
Ogreen = ({’}’ {a’ C}’ {}’ 5>
Oblack = <{I}’ {b’ C}? {}’ 3)

=0 01eq = ({b.c}. {d}. }.0)

4 Oorange = ({a,d}, {g},{},0)
3
3 round | P(0orange) | P(Ored) landmark cost
1 d b {0red} 2
2

hLM-cut(’) 2
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The LM-Cut Heuristic
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Example: Computation of LM-Cut

© Compute justification graph

opwe = ({i}, {a, b}, {},4)
Ogreen = ({’}’ {a’ C}’ {}’ 5>
Oblack = <{I}’ {b’ C}? {}’ 3)

a ored = ({b, ¢}, {d}, {},0)

\ 4 Oorange = ({a,d}. {g}.{},0)

round | P(0orange) | P(Ored) landmark cost
1 d b {Ored} 2
2 a b

hLM-cut(’) 2
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The LM-Cut Heuristic
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Example: Computation of LM-Cut

© Determine goal zone

oblwe = ({i}, {a, b}, {}, 4)
Ogreen = ({i}’ {a’ C}’ {}’ 5>
oblack = {{i}, {b, c},{},3)
3 ored = {{b, c},{d}, {},0)
4 ..:: Oorange = ({a,d}, {g},{},0)

3 round | P(0orange) | P(Ored) landmark cost
1 d b {ored} 2
2 a b

hLM-cut(’) 2
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The LM-Cut Heuristic
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Example: Computation of LM-Cut

@ Compute cut

oblwe = ({i}, {a, b}, {}, 4)
Ogreen = ({i}’ {a’ C}’ {}’ 5>
oblack = {{i}, {b, c},{},3)
3 ored = {{b, c},{d}, {},0)
4 ..:: Oorange = ({a,d}, {g},{},0)

3 round | P(0orange) | P(Ored) landmark cost
1 d b {ored} 2
2 a b {Ogreen, Oblue } 4

hLM-cut(’) 2
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The LM-Cut Heuristic
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Example: Computation of LM-Cut

@ Increase h*MCUt(}) by cost(L)

oblwe = ({i}, {a, b}, {}, 4)
Ogreen = ({i}’ {a’ C}’ {}’ 5>
oblack = {{i}, {b, c},{},3)
3 ored = {{b, c},{d}, {},0)
4 ..:: Oorange = ({a,d}, {g},{},0)

3 round | P(0orange) | P(Ored) landmark cost
1 d b {ored} 2
2 a b {Ogreen, Oblue } 4

hLM-cut(’) 6
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The LM-Cut Heuristic
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Example: Computation of LM-Cut

@ Decrease cost(0) by cost(L) forallo € L

obiwe = {{i}, {a, b}, {},0)
Ogreen = {itA{a, ¢} {3, 1)
oblack = {{i}, {b, c}, {},3)
ored = {{b,c},{d}, {},0)
Oorange = {{a,d}, {g},{},0)

3 round | P(0orange) | P(Ored) landmark cost
1 d b {ored} 2
2 a b {Ogreen, Oblue } 4

hLM-cut(’) 6
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The LM-Cut Heuristic
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Example: Computation of LM-Cut

@ Compute h™ values of the variables

0

obwe = ({i}, {a, b}, {},0)
Ogreen = <{’}7 {a’ C}’ {}’ 1)
Oblack = <{I}’ {b’ C}? {}’ 3)

=0 0req = ({b.c}. {d}. }.0)

1 Oorange = {{a,d}, {g},{},0)

1
'I round | P(0orange) | P(Ored) landmark cost
1 d b {Ored} 2
2 a b {Ogreen, Oblue } 4
3
hLM-cut(’) 6
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The LM-Cut Heuristic
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Example: Computation of LM-Cut

© Compute justification graph

©
obwe = ({i}, {a, b}, {},0)
Ogreen = <{’}7 {a’ C}’ {}’ 1)
0 Oblack = <{I}’ {b’ C}? {}a3>
0
1

a ored = ({b, ¢}, {d}, {},0)

1 Oorange = {{a,d}, {g},{},0)
o)

round | P(0orange) | P(Ored) landmark cost
1 d b {ored} 2
2 a b {0green, Oblue} 4
3 d c

hLM-cut(’) 6
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The LM-Cut Heuristic
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Example: Computation of LM-Cut

© Determine goal zone

0

obiwe = {{i}, {a, b}, {},0)
Ogreen = {itA{a ¢k {3,
oblack = {{i}, {b, c}, {},3)
ored = {{b,c},{d}, {},0)
Oorange = {{a,d}, {g},{},0)

A~ | round | P(0orange) | P(ored) landmark cost
"""" 1 d b {0red} 2
2 a b {Ogreen, Oblue } 4
3 d C
hLM-cut(’) 6
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The LM-Cut Heuristic
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Example: Computation of LM-Cut

@ Compute cut

obiwe = {{i}, {a, b}, {},0)
Ogreen = {itA{a ¢k {3,
oblack = {{i}, {b, c}, {},3)
ored = {{b,c},{d}, {},0)
Oorange = {{a,d}, {g},{},0)

1—"....="| round | P(0orange) | P(Ored) landmark cost
........ 1 d b {0red} 2
2 a b {0green, Oblue} 4
3 d c {Ogreen, Oblack } 1
hLM-cut(’) 6




The LM-Cut Heuristic
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Example: Computation of LM-Cut

@ Increase h*MCUt(}) by cost(L)

0

obiwe = {{i}, {a, b}, {},0)
Ogreen = {itA{a ¢k {3,
oblack = {{i}, {b, c}, {},3)
ored = {{b,c},{d}, {},0)
Oorange = {{a,d}, {g},{},0)

1—"....="| round | P(0orange) | P(Ored) landmark cost
........ 1 d b {0red} 2
2 a b {0green, Oblue} 4
3 d c {Ogreen, Oblack } 1
hLM-cut(’) 7




The LM-Cut Heuristic
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Example: Computation of LM-Cut

@ Decrease cost(0) by cost(L) forallo € L

0

obiwe = {{i}, {a, b}, {},0)
Ogreen = {it. {a, ¢}, {},0)
oblack = {{i}, {b, c}, {},2)
ored = {{b, c},{d}, {},0)
Oorange = {{a,d}, {g},{},0)

1—"....="| round | P(0orange) | P(Ored) landmark cost
........ 1 d b {0red} 2
2 a b {0green, Oblue} 4
3 d c {Ogreen, Oblack } 1
hLM-cut(’) 7




The LM-Cut Heuristic
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Example: Computation of LM-Cut

@ Compute M values of the variables. Stop if "™#(g) = 0.

0

obwe = ({1}, {a, b}, {},0)
Ogreen = <{’}7 {a’ C}’ {}’ 0>
Oblack ({’}? {b’ C}’ {}’ 2)

=0 0 0req = ({b.c}. {d}. {}.0)

Oorange = {{a,d}, {g},{},0)

0
0 round | P(0orange) | P(Ored) landmark cost
1 d b {Ored} 2
2 a b {Ogreen, Oblue } 4
3 d c {Ogreen, Oblack } 1
hLM-cut(’)
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Properties of LM-Cut Heuristic

Let {V, 1,0, y) be a delete-free STRIPS task in i-g normal form.
The LM-cut heuristic is admissible: h*™Ut(1) < h*(I).

If M is not delete-free, we can compute h*™ Ut on [+,
Then KMt is bounded by h™.
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Heuristic Summary
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Summary

m Cutsin justification graphs are a general method to find disjunctive
action landmarks.

m The minimum hitting set over all cut landmarks is a
perfect heuristic for delete-free planning tasks.

m The LM-cut heuristic is an admissible heuristic
based on these ideas.
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