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POPULARVETENSKAPLIG SAMMANFATTNING

Tank tillbaka till forsta gangen du satte dig bakom ratten pa en bil. Dina
hénder greppade ratten, dina tankar rusade for att minnas varje trafikregel,
och varje beslut kédndes som en 6desdiger uppgift. Med tiden blev kérningen
en vana, enkel och intuitiv, 4ven i hektisk trafik. Men nér du stills infor en
ovéntad omvag en komplicerad man6ver méste du stanna upp och ténka efter,
anvianda medvetet tinkande, for att navigera situationen. Denna skillnad
mellan intuitivt och medvetet tinkande speglar tva typer av intelligens som
forskare forsoker aterskapa i artificiella system: system 1 och system 2.

Under det senaste decenniet har system 1-metoder gjort imponerande fram-
steg. Dessa system har slagit minskliga méstare i spel som schack och Go
— aktiviteter som kraver strategiskt tdnkande och planering — och visat stor
skicklighet i kooperativa flerspelarspel. System 1 bygger pé erfarenhetsbaserat
larande, vilket gor det snabbt och intuitivt. Dock &r beslutsprocessen inte
transparent, vilket betyder att det ar svart att forsta eller forklara besluten.
System 2, & andra sidan, resonerar steg for steg och analyserar varje mojlig
handling for att uppné ett mal. Detta gor beslutsprocessen transparent och
tillforlitligt, men ofta for 1Angsamt for realtidstillimpningar. Aven om bada
systemen &r kraftfulla inom sina respektive omraden, begrénsar deras indiv-
duella svagheter att de anvands fér mer komplexa, verkliga problem. Detta
vacker en avgorande fraga inom artificiell intelligens: Hur kan vi kombinera
system 1:s snabbhet och intuition med system 2:s palitlighet och transparens
for att skapa béattre och mer effektiva system?

Denna avhandling utforskar hur dessa tva typer av intelligens kan integreras
genom anvindning av fordefinierade malsprék. Till skillnad frdn manga system
1-metoder, som hittar pa vaga representationssprak under inldrningen, har
fordefinierade malsprék tydligt specificerad syntax och semantik. Syntaxen
styr hur meningar byggs upp, medan semantiken bestimmer deras innebord.
Véara meningar beskriver delmdl pd hogre niva, vilket dr avgorande for att
16sa problem pé ett effektivt, palitligt och transparent sitt — en metod som
dven manniskor och ménga djur tillampar. Vi planerar pa en hog niva forst
och 16ser detaljerna darefter. Forskare har foreslagit flera olika malsprék och
jamfort deras uttryckskraft, det vill sdga deras forméga att beskriva objekten
och deras relationer inom ett problem. I avhandlingen analyseras kraven for
uttryckskraft hos olika malsprak, och resultaten visar att dven enkla malsprak
ar tillrdckliga for att mojliggora en effektiv integration av system 1 och system
2. Detta demonstrerar att det &r fullt genomforbart att kombinera snabbhet
och intuition med transparens och pélitlighet genom malsprék.
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ABSTRACT

Classical planning aims to find a plan that is a sequence of actions allowing
an intelligent agent to move from its current situation to one that satisfies
the goal. Finding a plan is computationally challenging. Agents in the real
world often encounter structurally similar problems with varying objects but
the same predicates, actions, and related goals. Generalized planning aims
to find a general plan that compactly encodes efficiently obtainable plans for
each problem in an infinitely large class of structurally similar problems. Thus,
we can query a general plan to efficiently obtain a plan for any problem in the
class. A general plan may encode behavior on different levels of abstraction.
High-level abstractions include subgoal structures that encode stepping stones
towards the goal. Subgoal structures play a central role in human problem-
solving, enabling reasoning at a higher level before working out the details of
a plan. Learning simple, compact, meaningful, and efficient subgoal structures
and their hierarchies without human intervention is an open challenge.

This thesis introduces a method for learning subgoal structures with a crisp
characterization; they decompose problems into subproblems of controllable
polynomial complexity. We represent subgoal structures using the recently
introduced policy sketches language, whose simple syntax and semantics build
the theoretical foundation of our work. We extend our method to address
the long-standing problem of learning hierarchical policies. Our extended
method iteratively decomposes classes of problems into classes of subproblems
with strictly smaller polynomial complexity, resulting in effective hierarchi-
cal decompositions. Our methods learn from small example problems using
combinatorial optimization. They seek the syntactically simplest solution,
enabling interpretability and allowing us often to establish their correctness
for an entire problem class. When learning methods fail, it often results from
limited scalability or a lack of language expressivity. We develop two methods
to address these limitations. First, we develop symmetry-based abstractions to
reduce redundancy in training data and improve learning efficiency. Second,
we develop a method for testing the language expressivity requirement of
benchmark sets using first-order logic. Moreover, we take steps toward devel-
oping a scalable planning framework that avoids an exponential preprocessing
step known as grounding, which is often unnecessary in generalized planning.
Our framework supports expressive language features such as conditional ef-
fects and derived predicates that cannot concisely be compiled away, enabling
researchers to model and address more complex planning problems.
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Introduction

Classical planning aims to find a plan that is a sequence of actions allowing
an intelligent agent to move from its current situation to one that satisfies
the goal. Finding a plan is computationally challenging as plan existence is
already PSPACE-complete (Bylander 1994). Heuristic search (Hart et al. 1968)
is one of the most effective methods for addressing classical planning problems,
utilizing heuristics as goal distance estimators to guide the search toward the
goal state. These heuristics derive from problem simplification, which may
result in exponential worst-case search behavior (Bonet and Geffner 2001).

In the real world, agents often face structurally similar problems with varying
objects but the same predicates used to describe the world, actions to act in
the world, and related goals. For example, Figure 1.1 illustrates two problems
in a discretized household environment where the goal is to do the laundry.
Each problem has a robot with limited actions, such as moving between cells,
grasping, and releasing objects. A plan for the first problem in Figure 1.1a
is to move right, pick the laundry piece, move right, and drop the piece in
the machine, while the second problem in Figure 1.1b requires to move both
laundry pieces to the machine. A generalized planning problem considers a
class of structurally similar problems (Jiménez et al. 2019). Unlike classical
planning, which aims to find a plan for a single problem, generalized planning
aims to find a general plan that compactly encodes efficiently obtainable plans
for all problems of a class. Hence, compact general plans only exist for tractable
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(a) First problem. (b) Second problem.

Figure 1.1: The illustration shows two discretized problems from the class of
problems for doing the laundry. Each problem has a robot, a washing machine,
a varying-sized grid, and various laundry pieces.

classes and exclude, for example, NP-hard classes unless P = NP (Garey and
Johnson 1979). Unlike heuristics, general plans are often learned from small
examples (e.g., Frances, Bonet, et al. 2021; Stdhlberg, Bonet, et al. 2023). For
example, a general plan in natural language for the class of problems for doing
the laundry might consist of the following steps: moving the robot to a laundry
piece, picking it up, moving to the washing machine, placing the piece in the
machine, repeating this process until all laundry pieces are in the machine,
stopping if the machine is full, followed by launching the washing program.

Natural language is not ideal for representing general plans in computers
because it is highly expressive and allows for ambiguities. Target languages
are more suitable and come with well-defined syntax and semantics. Promi-
nent examples from the literature are general policies (Frances, Bonet, et al.
2021), programs (Segovia-Aguas et al. 2019), linear temporal logics (LTL)
(Bacchus and Kabanza 2000), reward machines (Icarte et al. 2022), and graph
neural networks (Stihlberg, Bonet, et al. 2022a). Deep learning and neural
networks are among the most scalable approaches to artificial intelligence,
demonstrated through numerous remarkable successes in the past decade.
However, neural networks are difficult or impossible to understand. Formal
target languages such as general policies, programs, LTL, or reward machines
offer an interpretable but less scalable framework for automated learning.

Subgoal structures represent an important family of general plans, focusing on
intermediate goals that an agent must achieve to progress toward its overall
goal. Unlike general policies, which encode low-level behavior in terms of
immediate actions, subgoals provide flexibility by allowing the behavior needed
to achieve them to be tailored towards the specific environment (Zheng et al.
2020). For example, in Figure 1.1b, a subgoal for doing the laundry may be to
place a single piece into the washing machine. It requires the robot to execute
several actions that depend on its current location.



This thesis introduces a method that learns subgoal structures over the formal
policy sketches language (Bonet and Geffner 2021; Bonet and Geffner 2024).
Policy sketches define subgoals by constraining qualitative feature changes.
Unlike LTL formulas in planning (Bacchus and Kabanza 2000), intrinsic reward
functions in deep reinforcement learning (Zheng et al. 2020) or symbolic
reward machines in reinforcement learning (Icarte et al. 2022), our method
learns to split planning problems into subproblems with strictly polynomial
complexity characterized by the notion of width (Lipovetzky and Geffner 2012).
For example, the single sketch rule {u >0} — {ul} says that decreasing the
number of laundry pieces that are not yet in the machine (ul) is good. Our
method for learning policy sketches employs combinatorial optimization to find
the simplest solution, measured by its syntactic complexity. Our syntactically
optimized solutions are human-interpretable, enabling us to often manually
show their correctness for an entire target class of problems.

While subgoal structures are reliable in solving planning problems, they often
do not represent plans on multiple levels of abstraction. However, humans
efficiently solve complex real-world problems by planning on multiple levels
of abstraction (LeCun 2022). A long-standing open research question in ar-
tificial intelligence is how to learn an effective hierarchical representation of
plans without supervision. Despite decades of interest in hierarchical planning,
whether in model-based approaches (Sacerdoti 1974; Tate 1977; Erol et al.
1994) or model-free reinforcement learning (Parr and Russell 1997; Dietterich
2000; Barto and Mahadevan 2003), the problem of learning effective hierarchi-
cal structures without supervision remains an open challenge. A central issue
is the absence of precise characterizations for describing and uncovering effective
hierarchical structures (Drexler, Seipp, and Geffner 2023). In this thesis, we
shed light on this problem by using policy sketches to iteratively split classes
of problems into subclasses of problems whose polynomial complexity strictly
decreases characterized by the width. For instance, placing all laundry pieces
in the machine is a problem with unbounded complexity. Decomposing it into
subproblems, such as placing one piece at a time, reduces the width to two.

When our learning methods fail, it typically results from limited scalability
or a lack of language expressivity. We develop two methods to address these
limitations. First, we develop equivalence-based abstractions based on state
symmetries to reduce redundancy in training sets and improve learning effi-
ciency. Second, we develop a method for testing the expressivity requirements
of benchmark sets using first-order logic. Our method does not give strong
guarantees for learning compact general plans for our training sets. However,
our findings often show empirical alignment with previous work on learning
general policies with graph neural networks (Stdhlberg, Bonet, et al. 2023).
A general result is that a simple formal language called k-variable first-order
logics with counting quantifiers restricted to at most three variables (Cs3) is
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sufficient for all our considered benchmark sets, indicating that manageable
expressive power often suffices.

This thesis also makes steps in building a unified framework for generalized
planning by extending the Mimir planning library (Stdhlberg 2023). One of
the key strengths of generalized planning is that general plans are highly infor-
mative. Hence, an exponential preprocessing step called grounding (Helmert
2009) that aims at improving runtime efficiency but limits the size of manage-
able problems is often unnecessary. Instead, our library works directly on the
first-order problem representation, allowing general plans to be executed on
problem sizes out of reach for search methods that require the ground problem
representation (Drexler, Seipp, and Geffner 2024). Our novel contribution
is the support for expressive language features, including conditional effects
and derived predicates, that cannot be concisely compiled away (Nebel 2000;
Thiébaux et al. 2005). Our experimental evaluation shows that our library is
competitive with state-of-the-art systems.

Our findings contribute to the practical and theoretical foundation of general-
ized planning by providing characterizations and methods for learning subgoal
structures, abstractions based on state symmetries for more efficient learning,
tools to explain failures of learning general plans, and an expressive planning
library focusing on generalized planning.

1.1 Outline

This thesis is structured as follows. In Chapter 2, we define the preliminaries
of the thesis. In particular, we define classical planning, generalized planning,
planning width, policy sketches, description logics, relational structures, and
graphs. In Chapter 3, we analyze through examples whether policy sketches is a
good language for capturing the subgoal structure in generalized planning. We
conclude the chapter with an empirical evaluation, showing the computational
value of policy sketches of bounded width on several planning domains. In
Chapter 4, we present a combinatorial method for learning policy sketches
of bounded width from small examples without supervision. In Chapter 5,
we present a combinatorial method for learning hierarchical policies based
on the method for learning sketches. In Chapter 6, we present a general
method for generating equivalence-based abstractions to reduce redundancy
in training sets. In Chapter 7, we present a method for testing the language
expressivity requirements of benchmark sets. In Chapter 8, we present a
planning library tailored towards generalized planning supporting expressive
language features and an empirical evaluation against state-of-the-art systems.
Chapter 9 summarizes and concludes this thesis.



1.2. Published Works

1.2 Published Works

We published the core results at leading Al, Al planning, and knowledge
representation conferences. The following publications form the foundation of
this thesis. At the start of each chapter, we highlight the relevant publications
that form its foundation. Each core paper is attached in its publication form at
the end of the thesis.

* Dominik Drexler, Jendrik Seipp, and Hector Geffner (2024). “Ex-
pressing and Exploiting Subgoal Structure in Classical Planning Using
Sketches”. In: Journal of Artificial Intelligence Research 80, pp. 171-208.

— Dominik Drexler, Jendrik Seipp, and Hector Geffner (2021). “Ex-
pressing and Exploiting the Common Subgoal Structure of Clas-
sical Planning Domains Using Sketches”. In: Proceedings of the
Eighteenth International Conference on Principles of Knowledge Rep-
resentation and Reasoning (KR 2021). Ed. by Esra Erdem, Meghyn
Bienvenu, and Gerhard Lakemeyer. IJCAI Organization, pp. 258-
268. (superseded)

* Dominik Drexler, Jendrik Seipp, and Hector Geffner (2022). “Learning
Sketches for Decomposing Planning Problems into Subproblems of
Bounded Width”. In: Proceedings of the Thirty-Second International
Conference on Automated Planning and Scheduling (ICAPS 2022). Ed. by
Sylvie Thiébaux and William Yeoh. AAAI Press, pp. 62-70.

* Dominik Drexler, Jendrik Seipp, and Hector Geffner (2023). “Learning
Hierarchical Policies by Iteratively Reducing the Width of Sketch Rules”.
In: Proceedings of the Twentieth International Conference on Principles
of Knowledge Representation and Reasoning (KR 2023). Ed. by Pierre
Marquis, Tran Cao Son, and Gabriele Kern-Isberner. IJCAI Organization,
pp. 208-218.

* Dominik Drexler, Simon Stdhlberg, Blai Bonet, and Hector Geffner
(2024b). “Symmetries and Expressive Requirements for Learning Gen-
eral Policies”. In: Proceedings of the Twenty-First International Conference
on Principles of Knowledge Representation and Reasoning (KR 2024). 1J-
CAI Organization.

- Dominik Drexler, Simon Stahlberg, Blai Bonet, and Hector Geffner
(2024a). “Equivalence-Based Abstractions for Learning General
Policies”. In: ICAPS 2024 Workshop on Bridging the Gap Between
Al Planning and Reinforcement Learning (PRL). (superseded)
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The following publications also resulted from my doctoral research but are
not central to this thesis. However, we will discuss some of their ideas and
concepts in this thesis.

* Blai Bonet, Dominik Drexler, and Hector Geffner (2024). “On Policy
Reuse: An Expressive Language for Representing and Executing General
Policies that Call Other Policies”. In: Proceedings of the Thirty-Fourth
International Conference on Automated Planning and Scheduling (ICAPS
2024). Ed. by Sara Bernardini and Christian Muise. AAAI Press, pp. 31—
39.

— Blai Bonet, Dominik Drexler, and Hector Geffner (2023). “General
and Reusable Indexical Policies and Sketches”. In: NeurIPS 2023
Workshop on Generalization in Planning. (superseded)

* Dominik Drexler, Javier Segovia-Aguas, and Jendrik Seipp (2022).
“Learning General Policies and Helpful Action Classifiers from Partial
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Preliminaries

This chapter defines classical planning, generalized planning, planning width,
policy sketches, description logics, relational structures, and graphs. In the
following, if not explicitly mentioned, we assume sets to be finite.

2.1 Classical Planning

Classical planning is the problem of finding an action sequence that allows
an intelligent agent to move from its current situation to one that satisfies a
given goal. The central assumptions are a fully observable environment and
deterministic actions, where each action produces a predictable outcome. A
planning domain defines predicate symbols for describing the environment
and action schemas for describing interactions with the environment.

Definition 1 (Planning Domain). A (first-order) planning domain or simply
domain is a pair D = (R, .A) where:

* R is a set of predicates (or relations) of the form p/k, where p is the
name, and % is the arity, and

¢ Ais a set of deterministic first-order action schemas.
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Example 1. The laundry domain consists of the following predicate symbols
and action schemas.! The predicate symbols are robot/1, piece/1, and loc/1 to
describe the type of an object, at/2 to describe the location of a laundry piece,
the robot, carry/2 to describe the laundry piece being carried by the robot,
and holding/1 to describe whether the robot is holding a laundry piece, adj/2
to describe that two locations are adjacent. The action schemas are pick(a, p,!)
allowing the robot a to pick up p at [ when its hand is empty and both are at
location I, drop(a, p, 1) for the inverse operation, and mowve(a,l,l’) to move the
robot a between adjacent locations [ and /.

In a planning domain, predicates describe relationships among variables, and
action schemas describe how the relationships among variables may change
deterministically. Grounding replaces each variable in a predicate or action
schema with an object. Grounding a predicate produces a ground atom
describing the relationship between the objects. A state s is a set of ground
atoms where all ground atoms not in s are assumed to be false. Similarly,
grounding an action schema produces a ground action describing how object
relationships change. We do not explicitly restrict the action schema structure
but require that we can detect whether a ground action is applicable in a state.
Moreover, we require that we can compute the unique successor state s’ when
applying an applicable ground action « in a state s. A state pair (s, ') is in the
relation Succ if a ground action « is applicable in s and produces the successor
state s’. A trajectory from a state s; to s, is a state sequence sy, S, ..., Sp
such that (s;, s;+1) is in Suce, for all 1 < i < n. A planning problem over a
planning domain defines a set of objects, the initial and goal situations, and
the objective of finding a plan, which is a goal-achieving trajectory.

Definition 2 (Planning Problem). A planning problem or simply problem
over a planning domain is a pair P = (D,Z) where D is the planning domain
and Z = (O, sg, ) is problem-specific information consisting of

* O is the set of objects,
* s is the initial state describing the current situation,

* ~is a set of ground atoms describing a goal situation, which induces a
set of goal states G = {s € S | s D v} where S is the set of all states,

where the objective is to find a plan for s, i.e., a trajectory from s, to a state
s in G. A plan for s with minimal length is optimal with length denoted by
V*(s). A state s is solvable if there is a plan for s, and otherwise, unsolvable.
A state s is reachable in P if there is a trajectory from s, to s. We write P[s, G]
for a problem like P but with initial state s and arbitrary goal states G.
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Figure 2.1: The illustration shows a problem over the laundry domain. A robot,
a laundry piece, and a washing machine are in a grid with three locations.

Example 2. Figure 2.1 (same as Figure 1.1a) shows the initial state sy of
a problem P over the laundry domain. The set of objects consists of three
locations I1, [ and I3, from left to right, a laundry piece p, and the robot a. The
robot « is at location [y, i.e., at(a,l1) is true. The laundry piece is at location 5.
The washing machine is not an explicit object but acts as a marker for the goal
location of the laundry pieces, i.e., at(p,l3) is in the goal v of P. We say that
a laundry piece is delivered if and only if it is at the goal location; otherwise,
we say it is undelivered. The action sequence (move(a,l,l2), pick(a,p,ls),
move(a, ls,l3), drop(a, p,l3)) achieves the goal, i.e., when sequentially applied
from sq, produces an optimal plan for sq.

Notice that we define a plan for a state as a trajectory, i.e., state sequence, to
a goal state and not as an action sequence. However, given a trajectory, we
can easily reconstruct an action sequence with identical length. A problem
induces a state space that fully captures the dynamics of a problem but where
the actions are compiled away because we will never explicitly refer to them.
We will use state spaces to learn solutions for a generalized planning problem.

Definition 3 (Induced State Space). The state space induced by a problem P
is a tuple Sp = (S, sg, G, Succ) where S is the set of all states, s, is the initial
state, G are the goal states of P, and Succ is the successor relation.

2.2 Generalized Planning

Generalized planning extends classical planning to address classes of struc-
turally similar problems within a common planning domain and requires
scalable solution algorithms for any problem in the class (Jiménez et al. 2019).

Definition 4 (Generalized Planning Problem). A generalized planning prob-
lem is a possibly infinite set Q of problems over a planning domain D. The
objective is to find a general plan for Q, i.e., an algorithm that solves any
problem P in Q in time that is polynomial in a reasonable representation size
of P.

!The domain is like the Delivery domain (Bonet and Geffner 2021).
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There is no general plan for classes of problems Q that are computationally
intractable, e.g., NP-hard, unless P = NP, such as the traveling salesperson
problem class (Garey and Johnson 1979). While avoidable, we assume for
simplicity that Q is closed, i.e., if P is in Q, then all problems that are like P
but with initial state s that are solvable and reachable in P are in Q, enforcing
a general plan to solve those states s too (Drexler, Seipp, and Geffner 2022).

Example 3. The class of problems over the laundry domain Q;, consists of
infinitely many problems over the laundry domain from Example 1 restricted
to a single robot with the common objective of moving all laundry pieces to
the location of the washing machine. The class Q;, includes the problem in
Example 2. A general plan for Q@ might outline a sequence of actions: moving
towards an undelivered laundry piece, picking it up, moving to the machine,
dropping it, and repeating until all pieces are in the machine.

2.3 Planning Width

The width (Lipovetzky and Geffner 2012) of a problem is an integer k that mea-
sures the difficulty of finding an optimal plan. The iterative width algorithm
(IW) can efficiently find a plan for problems with small width.

Definition 5 (Width). The width w(P) of a problem P with initial state s,
and arbitrary goal states G is the minimum % for which there exists a sequence
to,t1,...,t, of tuples t; each with at most k ground atoms from P, such that:

1. P[sg,Gt,] has an optimal plan of length 0, i.e. ¢y holds in sq,

2. any optimal plan for P[sg, G;,] can be extended into an optimal plan
for P[sg, Gy, ,] by adding a single action, for all 1 <4 < m, and

3. any optimal plan for P[sg, G,,,] is an optimal plan for P[sq, GJ,

where, each tuple ¢; induces (sub-)goal states G;, = {s € S | s D set(t;)} and
set(t;) denotes the interpretation of ¢; as a set of ground atoms.

If P has an optimal plan of length at most 1, we set w(P) = 0. The width
w(Q) of a class of problem Q is the maximum width w(P) of any problem
P in Q. If the width of a problem P is w(P) = k, then the iterative width
algorithm IW(k) finds an optimal plan for P in time that is exponential in k.
The IW(k) algorithm is a breadth-first search that prunes a newly generated
state if it does not make a set of at most k state atoms true for the first time.
The IW algorithm runs IW(k) in sequence for k = 0, 1,2, ... until the problem
is solved or found to be unsolvable. The effective width is the smallest % for
which IW(k) solves P and a plan may be suboptimal if % is less than w(P).

10
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Example 4. The width of a problem over the laundry domain with n laundry
pieces is unbounded. The width of a problem with a laundry single piece is 2.
Since the width is 2, IW efficiently finds a plan (Bonet and Geffner 2021).

2.4 Policy Sketches

Policy sketches is a language for temporal abstraction in classical planning
(Bonet and Geffner 2021). The policy sketches language uses the same syntax
as the language of general policies but with more general semantics (Frances,
Bonet, et al. 2021). General policies aim to specify immediate single step
subgoal states while policy sketches specify subgoal states possibly further away.
A key component of policy sketches are features to define state abstractions.

A feature f is a state function. There are two types of features. A Boolean
feature p maps a state s in P in Q into the Boolean domain, and a numerical
feature n maps a state into the non-negative integers.

A Boolean feature condition is an expression of the form p or —p for a Boolean
feature p, and n =0 or n >0 for a numerical feature n. A state s in P in Q
satisfies the condition p (resp. —p) iff p (resp. —p) is true in s, and the condition
n=0 (resp. n > 0) iff n(s) = 0 (resp. n(s) > 0).

A Boolean feature effect is an expression of the form p, —p, or p? for a Boolean
feature p, and nt, nl, or n? for a numerical feature n. A state pair [s, s'] in P
in Q satisfies the effect p (resp. —p) iff p (resp. —p) is true in s’, and the effect
nt (resp. nd) iff n(s) < n(s’) (resp. n(s) > n(s’)). The state pair [s, s'] always
satisfies the effects p? and n?.

A sketch rule r4 over features ® has form C' — E where C is a set of Boolean
feature conditions and E is a set of Boolean feature effects. We write r for rg
if the set of features is clear from the context. A state pair [s, s'] is compatible
with a sketch rule r = C — F iff s satisfies all conditions in C, [s, s'] satisfies
all effects in F, and all features f in ® that do not occur in F must stay the
same, i.e., p(s) = p(s’) and n(s) = n(s’). The set of subgoal states G, (s)
of a sketch rule r is the set of states {s" | [s, s'] is compatible with r4}, and is
extended to include the induced goal states G of a given problem P.

Example 5. Consider the laundry domain Q, from Example 3 and the set of
features ® = {u}, where u is the number of undelivered laundry pieces. The
sketch rule » = {u>0} — {ul} over ® specifies that the subgoal states G,.(s)
for a state s in a problem P contains the goal states G of P and the subgoal
states where the number of undelivered laundry pieces decreases (ul). For
simplicity, we describe such subgoal states by saying that delivering a laundry
piece is “good”. We will use similar intuitive phrasings throughout the thesis.

11
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Definition 6 (Policy sketch). A policy sketch (or sketch) Rg over a set of
features ® for a class of problems Q is a set of sketch rules over ®. The set
of subgoal states G, (s) of a sketch R is the set of states U,cr, Gr(s). We
write R for a sketch Rg if the set of features is clear from the context.

Example 6. We extend the Example 5 by adding another feature H to ® that
is true if and only if the robot holds a laundry piece. The sketch R consists of
two rules r; and ro over ® where rule r; = {u>0,H} — {ul,—~H} and rule
ro = {u>0,-H} — {H}. Rule r; says that delivering a laundry piece to the
goal location is good (wl) when holding one (H), and rule r, says that getting
hold of an undelivered laundry piece is good (H) when not holding one (—H).
Notice that ro does not affect u, enforcing that u does not change.

For enabling efficient planning for problems of a target class of problem Q,
sketches must have bounded width and be acyclic. These properties, which
we define next, lay the foundation for algorithms like SIWR, which leverages
them to decompose and solve problems iteratively (Bonet and Geffner 2021,
Bonet and Geffner 2024).

The SIWR algorithm is a variant of the SIW algorithm (Lipovetzky and Geffner
2012) for solving any problem P in Q. The SIWR algorithm tracks the current
state s, initially set to the initial state sg, and iteratively solves the subproblem
P[s,Gg(s)] to find a subgoal state s’ in Ggr(s). After finding s, the algo-
rithm updates s = s’ and repeats this process until s is a goal state of P.
Bounded sketch width ensures that IW solves each subproblem P[s, Gr(s)] ef-
ficiently (Bonet and Geffner 2021). Sketch acyclicity ensures that the iterative
subproblem-solving process of SIWR never re-encounters subproblems, and
hence, prohibits infinite execution (Drexler, Seipp, and Geffner 2022).

Definition 7 (Sketch width). The width wgr(Q) of a sketch R over a
closed class of problems Q is wr(Q) = maxpeco w(P[so, Gr(so)]) where each
P[so, Gr(so)] is a problem with initial state sy and goal states Gr(sp).

Definition 8 (Sketch acyclicity). A sketch R is acyclic in Q if there is no
sequence of states si,...,s, with s; = s, over the reachable states of any
problem P in Q such that [s;, s;41] is compatible with R, for all 0 < i < n.

Theorem 1. Consider a class of problems Q and an acyclic sketch R over feature
® whose width wr(Q) is bounded by k, i.e., wr(Q) < k. The SIWR algorithm
solves any P in Q in time O(NI®I(N**+1 b N?+~1)) and space O(bN*) producing
a plan of length O(N!®*%) where b bounds the branching factor in P, i.e., the
maximum number of applicable ground actions in a state in P, N is the number
of ground atoms in P (Bonet and Geffner 2021; Bonet and Geffner 2024).

12
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Theorem 1 assumes that all features f in ® are linear, i.e., f can be evaluated
in a state in time O(N), and take values from {f(s) | s € S} of size O(N).
This thesis assumes that all features are polynomial, i.e., the time complexity
and the number of possible feature values are polynomially upper-bounded
in the size of a reasonable problem representation. These higher complexities
introduce polynomial factors into the time complexity of SIWR but the runtime
of SIWR remains exponential in |®| and k. Thus, given an acyclic policy sketch
R over a fixed set of polynomial features ® whose width is bounded by k& for a
class of problems Q, SIWR solves any problem P in Q in polynomial time.

2.5 Description Logics

Description logics (Baader et al. 2003) is a knowledge representation language
where concepts represent unary relations and roles represent binary relations
over the universe A. In classical planning, for a state s in a problem P, the
universe A® is the set of objects O in s. The idea of using description logics in
planning stems from work on learning general policies (Martin and Geffner
2000) and was used in several subsequent works (e.g., Fern et al. 2004; Bonet
and Geffner 2018; Frances, Corréa, et al. 2019; Stdhlberg, Frances, et al. 2021;
Frances, Bonet, et al. 2021; Ferber et al. 2022). Similarly, we use a description
logics to represent features for classes of problems Q.

We follow the grammar definition from work on learning general policies
(Frances, Bonet, et al. 2021). This thesis only shows the subset of rules we
explicitly refer to, where C, D are concepts and R, S are roles.

* atomic concept (resp. role) p for unary (resp. binary) predicate p in
predicates R of domain D with denotation p* = {0 | p(0) € s},

* atomic goal concept (resp. role) p, for unary (resp. binary) predicate p
in predicates R of domain D with denotation p; = {0 | p(0) € 7},

* universal concept T with denotation T* = A*,
* role-value mapping R = S with denotation
(R=5)°={a€ A?|(a,b) € R® < (a,b) € S°},
* concept intersection C' M D with denotation (C' M D)* = C* N D?,
* concept negation ~C with denotation (-C)* = A®\ C*, and

¢ existential abstraction IR.C with denotation
(3R.C)* ={a € A®*|Tb: (a,b) € R* Nb € C*}.

13
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Observe that atomic goal concepts and roles strictly require that the goal v of
a problem is a set of ground atoms and, hence, signals a language limitation.
For a concept or role X, we write || X*| to denote the Boolean feature that
evaluates to false if X*° is empty and true otherwise and | X ¢| for the numerical
feature that evaluates to the number of elements in X*. The number of
grammar rule applications defines the syntactic complexity of a feature.

Example 7. Consider the feature H from Example 6. We can represent H
using description logics grammar rules as H = ||holding||, which has a syntactic
complexity of two because the atomic concept holding has a complexity of one
and its composition to a Boolean feature results in a complexity of two.

2.6 Relational Structures and Graphs

In this section, we follow the notation of Drexler, Stahlberg, et al. (2024b).
Consider a planning problem P over domain D. Each state s from P induces
a relational structure 2(°* with universe U*® = O for the set of objects O in s,
signature that is the set of domain predicate R, and interpretations p* C (U*)*
for each predicate p/k in the planning domain D, where (0) in p® iff the ground
atom p(0) is in s. We assume fully relational structures that do not contain
functions or constants, which are adequate for our assumed classical planning
formalism.

Graphs can encode relational structures. We use isomorphisms between graph
encodings of relational structures to define state equivalence.

A directed graph, or graph, is a pair G = (V, E) where V is a set of vertices
and E C V? is a set of edges. Two graphs G = (V, E) and G’ = (V', E') are
isomorphic, denoted by G ~, G, if there is a bijection f : V' — V' such that
(u,v) in E iff (f(u), f(v)) in E’.

An undirected graph is a directed graph G where F is symmetric, i.e., (v, w)
in F iff (w,v) in E.

A vertex-colored graph is a tuple G = (V, E,)\) where (V, E) is a graph,
and A : V' — C maps vertices to the colors in C. Two vertex-colored graphs
G = (V,E,)\) and G’ = (V', E’, \) are isomorphic, denoted as G ~, G, iff
there is a color preserving isomorphism f from G to G, i.e., A(v) = X' (f(v)) for
vin V.

We will use undirected vertex-colored graphs to represent the relational struc-
ture of a state. These graphs are designed so that applying the isomorphism to
the ground atoms of a state results in a state where the objects are in the same
relationship, just under a different object name.

14



Expressing the
Subgoal Structure

Core Publication of this Chapter

* Dominik Drexler, Jendrik Seipp, and Hector Geffner (2024). “Ex-
pressing and Exploiting Subgoal Structure in Classical Planning Using
Sketches”. In: Journal of Artificial Intelligence Research 80, pp. 171-208.

Researchers have introduced several languages for representing general plans,
including general policies (Frances, Bonet, et al. 2021), programs (Segovia-
Aguas et al. 2019), linear temporal logics (LTL) (Bacchus and Kabanza 2000),
and reward machines (Icarte et al. 2022), each offering unique strengths
and limitations. Unlike programs or policies that specify immediate low-
level operations or actions to take and, hence, require no search, LTL and
reward machines specify subgoals. These subgoals are higher-level abstractions
that may require the agent to execute several actions. These higher-level
abstractions extend beyond plan generation. They are more adaptable to
changes in environmental dynamics and can accelerate policy learning, such
as in environments with sparse rewards (Singh et al. 2010; Zheng et al. 2020).

We consider the recently introduced policy sketches language (Bonet and
Geffner 2021; Bonet and Geffner 2024) a direct generalization of general
policies that uses the same syntax but slightly different semantics. While
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general policies specify immediate actions to take, policy sketches aim to
break problems into subproblems with controllable complexity through a single
parameter. Policy sketches incorporate planning width to characterize the
polynomial complexity of subproblems (Lipovetzky and Geffner 2012). Unlike
other approaches like LTL or reward machines, policy sketches incorporate an
explicit complexity constraint to characterize an effective decomposition.

One of the most competitive approaches to address generalized planning is
solving individual problems using heuristic search (Hart et al. 1968). These
methods compute problem-specific goal distance estimators, called heuristics,
to guide a search towards a goal state (e.g., Richter and Westphal 2010;
Hoffmann and Nebel 2001). However, while widely effective, heuristic search
struggles to exploit the structure in many problems. In the worst case, it scales
exponentially in the problem size (Bonet and Geffner 2001).

Width-based search algorithms overcome exponential worst-case behavior at
the cost of rendering the search incomplete. The iterative width (IW) algorithm
efficiently solves arbitrary-sized problems with small, bounded widths, which
applies to many classical planning benchmarks where the goal consists of
a single atom (Lipovetzky and Geffner 2012). However, many real-world
planning problems involve conjunctive goals involving multiple interacting
subgoals. For these problems, the serialized iterative width (SIW) algorithm
decomposes the problem into subproblems, achieving one goal atom one at a
time, and stops when solving the problem (Lipovetzky and Geffner 2017). SIW
is simple and effective for many problems. However, extensions that combine
it with heuristic search complicate understanding the resulting decomposition
and the interplay between heuristic guidance and width-based search.

Policy sketches build on the idea of problem decomposition and serialization
to express them in an interpretable way. Motivated by work in qualitative
numeric planning, a decidable fragment of numeric planning where Boolean
and numerical features change qualitatively (Bonet and Geffner 2020), policy
sketches provide a symbolic framework for defining temporal abstractions.
Using sketch rules to constrain qualitative feature changes, an acyclic sketch
R of bounded width can effectively guide the search process via the SIWR
algorithm. This approach is similar to SIW but focuses on identifying subgoal
states that satisfy sketch-imposed constraints (Bonet and Geffner 2021).

In this chapter, we investigate whether policy sketches are a suitable language
for representing common subgoal structures in classical planning domains. Our
example-driven approach evaluates handcrafted policy sketches of bounded
width across several tractable classical planning domains from the International
Planning Competition, which are known to challenge heuristic search and
width-based methods. Each policy sketch consists of only a few rules and
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features designed to exploit the structural properties of these domains. We
empirically compare the handcrafted policy sketches against state-of-the-art
heuristic search methods to validate their theoretical advantages. To illustrate
their intrinsics, it follows a presentation and discussion of the handcrafted
policy sketch for the Childsnack domain.

3.1 Example Policy Sketch

This section presents the handcrafted policy sketch (Drexler, Seipp, and Geffner
2024) for the Childsnack domain, a benchmark from the International Plan-
ning Competition. Unlike the previous presentation of the sketch, we place
additional emphasis on the feature representations, which are critical for
understanding its computational value.

We begin by introducing the Childsnack domain and outlining its class of
problems. Next, we define a set of features that capture the key domain
aspects, focusing on their computational and syntactic complexity. Finally, we
present the policy sketch and demonstrate that it is acyclic and has a bounded
width, ensuring that it can be used with the SIWR algorithm to solve any
problem in the domain in polynomial time.

3.1.1 Domain Description

In the Childsnack domain (Vallati et al. 2018), objects include contents, trays,
bread, children, a kitchen, and tables. Contents and bread can be regular
or gluten-free, and children may be allergic to gluten. The domain features
actions for creating regular or gluten-free sandwiches using corresponding
types of content and bread. Sandwiches can be placed on trays in the kitchen
and transported to different places. If a tray is at a table with a child, the sand-
wich can be served, provided it meets the constraint that regular sandwiches
cannot be served to gluten-allergic children. The domain defines the following
predicates to define states with their intuitive meanings:

* waiting(c : child, p : place),

e served(c: child),

* notexists(s : sandwich),

e ontray(s : sandwich, t : tray),
* not-allergic-gluten(c : child),
* allergic-gluten(c : child),
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e at(t: tray, p : place),

* at-kitchen-bread(b : bread-portion),

* at-kitchen-content(c : content-portion),
* at-kitchen-sandwich(s : sandwich),

* no-gluten-bread(b : bread-portion),

* no-gluten-content(c : content-portion),

* no-gluten-sandwich(s : sandwich).

In the initial state, children are seated at their tables, and trays are either
in the kitchen or at the tables. The problem is solvable with enough gluten-
free content and bread available to serve all children. The goal is to serve a
sandwich to each child. Goal serialization using SIW fails: serving gluten-free
sandwiches to non-allergic children can lead to unsolvable states if too few
remain for those who need them. Our sketch will fix this issue by ensuring
that gluten-free sandwiches are only served to gluten-allergic children.

3.1.2 Features

In the Childsnack domain, we define a set & comprising six key features. It
contains two numerical features c, and ¢, to track the number of unserved
gluten-allergic, respectively, non-gluten-allergic children, two Boolean features
s¥ and s* to track the availability of a gluten-free sandwich, respectively, any
sandwich, in the kitchen, and two Boolean features s’ and s’ to track the
availability of a gluten-free sandwich on a tray, respectively, any sandwich on
a tray. We define the set of features ® over the domain predicates as follows:

¢q = |allergic-gluten M served, M —served|

¢r = |not-allergic-gluten M served, M —served|

s¥ = ||at-kitchen-sandwich N no-gluten-sandwich||
s* = ||at-kitchen-sandwich)|
st = ||3ontray. T M no-gluten-sandwich||

st = ||[Jontray. T||

Evaluating all features in @ is efficient, with time linear in the number of state
atoms and number of distinct feature values linear in the number of objects.
Transitive closure, part of our complete grammar, generally has the highest
runtime complexity, cubic in the number of objects in a problem. The features
¢, and ¢, have the largest syntactic complexity of seven, e.g., ¢, contains two
atomic concepts, one atomic goal concept, one concept negation, two concept
intersections, and one numerical composition.

18



3.1. Example Policy Sketch

3.1.3 Sketch Rules

The policy sketch for the Childsnack domain encodes an ordering of subgoals
to prioritize gluten-free ingredients for gluten-allergic children, effectively
managing resource constraints and avoiding unsolvable states. It consists of
two triplets of rules, {ry,ro,73} and {r4, 5,76}, which enforce this prioriti-
zation by serving gluten-free sandwiches to gluten-allergic children before
addressing non-allergic children. The first triplet defines subgoals for serving
gluten-allergic children (¢, > 0). In contrast, the second triplet defines sub-
goals for serving non-gluten-allergic children after all gluten-allergic children
are served (¢, =0). The policy sketch Rg over features ® is defined as follows:

r1 = {cq >0,—|s§,—|sfl} — {s’;, sk}

ro = {ca >0, 8% =l b i {557,577 st st

)y Oa)
r3 = {ca>0,5L} = {cal, sL?,5'7}

ry ={ca=0,¢.>0, sk, st} {sk}

s ={ca=0,c.>0,5% =5t} {57,657 517 s}

ra

16 = {ca=0,c.>0,5}— {c,s.?,5'7}

The first triplet of rules splits the problem of serving a sandwich to gluten-
allergic children into subproblems. When such a child exists, the respective
feature condition in all rules of the first triplet is satisfied (¢, > 0), and the
respective feature condition in all rules of the second triplet is unsatisfied
(ca =0). Rule r; says that if there is no gluten-free sandwich in the kitchen
(—s¥) or tray (—s’), make such a sandwich (s¥). Rule r, says that if there is
such a sandwich in the kitchen (s*) but not on a tray (—s!), put it from the
kitchen on a tray (s!). Rule 73 says that if there is such a sandwich on a tray
(s%), serve a gluten-allergic child (c,J). Notice that some of these rules have
additional side effects on other features and that achieving a subgoal might
require several steps. Suppose all gluten-allergic children were served or there
are none (¢, =0). In that case, the second triplet of rules splits the problem
of serving a sandwich to non-gluten-allergic children similarly but uses less
constrained features that do not require the sandwiches to be gluten-free.

In summary, the sketch successfully imposes an ordering on the subgoals, pre-
venting it from leading to unsolvable states. Each triplet of rules decomposes a
subproblem of serving a sandwich into making the sandwich, moving it on a
tray, and serving sandwiches while abstracting details like the specific tray and
places, effectively reducing the width of the subproblems for serving a sand-
wich to 1. Furthermore, the sketch exhibits acyclic behavior when executed
with SIWR. The following proposition summarizes its theoretical properties.
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3. Expressing the Subgoal Structure

Proposition 2. The handcrafted sketch RS for the Childsnack domain is acyclic
and has width 1.

3.2 Experiments

We ran experiments to analyze the computational value of policy sketches
on a set of classical planning benchmarks from the International Planning
Competition (IPC). We implemented STWR in the LAPKT planning system
(Ramirez et al. 2015). We compare our approach against the state-of-the-art
domain-independent heuristic search planners LAMA (Richter and Westphal
2010) and Dual-BFWS (Lipovetzky and Geffner 2017), as well as standard
goal serialization SIW (Lipovetzky and Geffner 2012). For each problem, we
imposed a time limit of 30 minutes and a memory limit of 3 GiB.

Table 3.1 highlights the key results of our experiments. We report the total
number of solved problems (S) and, for commonly solved problems, the maxi-
mum runtime in seconds (T), along with the average (A) and the maximum
(M) effective width across all encountered subproblems.

Depending on the domain, SIWR performed significantly better in terms of
either the number of solved problems, maximum runtime, or both. SIW fails
on all domains, indicating that goal serialization is often insufficient. LAMA
and Dual-BFWS solve only very few problems in Childsnack and Floortile
and require significantly more time in other domains such as Barman with
760 and 248 seconds, respectively, compared to SIWR that requires at most 3
seconds. The poor performance of Dual-BFWS results from subproblems that
are still too difficult. A more extensive analysis with similar conclusions is
available in Drexler, Seipp, and Geffner (2024). In summary, the experimental
results demonstrate the computational strength of acyclic policy sketches with
bounded width, confirming their advantages in performance and scalability.

3.3 Discussion

Through examples, we showed that policy sketches can capture the common
subgoal structure in several classical planning domains from the International
Planning Competition. Our sketches are acyclic, meaning that SIWR does not
trap into cycles, have bounded width, meaning that the complexity of subprob-
lems is polynomially upper bounded, are compact, meaning that they encode
the common subgoal structure with a small number of syntactical elements.
Related languages such as linear temporal logics (Bacchus and Kabanza 2000)
or reward machines (Icarte et al. 2022) do not aim at characterizing the
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LAMA BFWS SIW(2) SIWR (2)
Domain S T S T S A M S T A M
Barman (40) 40 760 40 248 0 - - 40 3 0.8 2
Childsnack (20) 6 3 9 172 0 - - 20 2 06 1
Driverlog (20) 20 39 20 3 715 2 20 4 04 1
Floortile (40) 9 202 6 85 0 - - 40 1 12 2
Grid (5) 5 3 5 3 220 2 5 2 08 2
Schedule (1500 150 38 150 103 78 1.1 2 150 13 0.0 O
TPP (30) 30 12 30 1234 21 20 2 30 8 02 1

Table 3.1: Comparison of the search algorithms LAMA, Dual-BFWS (BFWS),
SIW(2), and SIWR(2) on several planning domains, showing the number
of solved problems (S) and, for commonly solved problems, the maximum
runtime (T) in seconds, along with the average (A) and maximum (M) effective
width across all encountered subproblems. We use boldface to denote the
highest number of solved problems.

polynomial complexity of subproblems. However, this property yields practi-
cal advantages, as validated by experiments showing that SIWR outperforms
state-of-the-art methods in challenging benchmark domains.

The main limitation of the policy sketches language, in its current form, is its
limited ability to address the problem of reuse. Reuse is central to improving
efficiency by leveraging structural similarities across different problem classes.
Humans rarely solve problems entirely from scratch but instead restructure
previously acquired knowledge while integrating newly acquired knowledge
(Ellis et al. 2020; Dumancic et al. 2021).

To illustrate our concern, consider classes of problems such as doing the laundry,
cleaning the floor, watering the plants, washing the dishes, or preparing meals.
It is easy to see that general plans in all these classes involve getting hold
of different kinds of objects. Notice that features embedded directly into the
sketch rules specify the objects to be held based on their characteristics. Hence,
the language of policy sketches is insufficient in the broader scope of artificial
intelligence, where a central objective is to build agents capable of learning
and representing general plans for numerous problem classes (LeCun 2022).

We addressed this limitation in a follow-up work (Bonet, Drexler, et al. 2024),
where we wrapped policy sketches into so-called modules. Modules are es-
sentially parameterized policy sketches that take as input concepts or roles.
Modules allow for the injection of additional context that may depend on
the problem class. A module for getting hold of objects in different classes
might take a concept that specifies the object based on class-dependent char-

21



3. Expressing the Subgoal Structure

acteristics as input. The sketch might consist of two rules: one for moving
to the location of the object and another one for picking it up. Modules can
also call other modules, allowing for the composition of primitive into more
complex behaviors. The injection of the concepts and roles via arguments
allows modules to work for different problem classes.

The manual creation of policy sketches is time-intensive and domain-specific,
limiting scalability and applicability. The next chapter presents an unsupervised
method for learning policy sketches. While the problem of reuse is important,
we have looked into it exclusively from the representational aspect. In the
following, we return to the original form of the language, leaving extensions
of our methods for future work.
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* Dominik Drexler, Jendrik Seipp, and Hector Geffner (2024). “Ex-
pressing and Exploiting Subgoal Structure in Classical Planning Using
Sketches”. In: Journal of Artificial Intelligence Research 80, pp. 171-208.

Manual creation of policy sketches is time-intensive and domain-specific, lim-
iting scalability and applicability. This chapter addresses these challenges by
introducing an unsupervised method for learning policy sketches that decom-
poses planning problems into subproblems of polynomial complexity. Our
method generalizes the method for learning general policies (Francés, Bonet,
et al. 2021) by incorporating planning width that measures the polynomial
complexity of a problem (Lipovetzky and Geffner 2012). We also employ
combinatorial optimization and optimize for the syntactically simplest solution,
i.e., policy sketch, increasing the likelihood of generalization to the target class
of problems. The method for learning general policies relied on manually
selected training problems, requiring significant human interaction and do-
main knowledge. Therefore, we incorporate curriculum learning (Bengio et al.
2009), tailored explicitly for learning from small problems, measured by the
number of states. Our curriculum learning approach iteratively exposes the
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learning procedure to a set of problem with a growing number of states only
upon validation failures. Our approach simplifies applying learning approaches
to unseen domains by incrementally exposing them to more data.

This chapter is organized as follows. First, we describe our learning method,
which consists of three main steps. Second, we show the results of learning
policy sketches of bounded width for several tractable classical planning do-
mains from the International Planning Competition. Our evaluation includes
an analysis of the learned sketch for the Childsnack and a comparison against
the previously handcrafted sketch from Chapter 3. Last, we conclude and
discuss the limitations of our method, recent advances in learning sketches
with deep learning, and promising directions for future research.

4.1 Method

Our method is closely related to the method of learning general policies. It
simultaneously learns the features ® and policy sketch R over the features
® on a training set and an automatically generated pool of features using
combinatorial optimization. We start by describing our curriculum learning
approach to generate training sets of problems. Next, we describe how to
automatically derive a pool of features from a training set. Last, we describe
the combinatorial encoding for learning a sketch from a training set and its
corresponding pool of features using answer set programming.

4.1.1 Data Generation

We sample a finite training set @+ C Q using a problem generator. Directly
learning a sketch from Q7 is infeasible due to the large number of states it may
contain. To address this limitation, we use a curriculum learning approach that
iteratively trains on a subset of problems P C O, initially empty. If a learned
policy sketch fails to generalize, the procedure identifies an increasingly more
complex training set from Q7. The procedure adds the problem with the
fewest states where the sketch fails to set a bound on the sketch width or the
sketch is not acyclic, and it may discard all problems first if this problem is
larger than any of the problems in the training set.

Our curriculum learning approach is particularly advantageous, as it incre-
mentally exposes the learning process to more complex problems. Ideally,
the process converges before P grows to the size of Q, effectively reducing
computational costs by considering small amounts of data.
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4.1. Method

4.1.2 Feature Construction

From a training set P, we derive a pool of features F using the description
logic grammar-based approach from the work on learning general policies.

The method takes as input an additional integer value that limits the syntactical
complexity of the generated sentences. The lowest complexity sentences are
primitive concepts and roles, representing the domain’s unary and binary
predicates or the universal concept, each with complexity one. Then, the
procedure iteratively applies composite grammar constructors, such as concept
intersection or existential abstraction, whose sentence complexity is the sum
of the involved sub-sentences plus one. The procedure also composes Boolean
and numerical features, each adding a complexity of one to the sub-sentence.

The procedure prunes features that do not add information, i.e., whose de-
notation is precisely the same on all states as a previously generated feature.
The resulting Boolean and numerical features become members of the feature
pool F. The number of features grows exponentially in the limit imposed
on the syntactic complexity. The number of features directly influences the
size of our combinatorial encoding as it considers all features from the pool.
Therefore, we are limited in the magnitude that we can set for the limit on the
syntactical complexity. The curriculum learning approach also helps mitigate
the combinatorial explosion, as problems with fewer objects result in numerical
features with fewer possible valuations.

4.1.3 Answer Set Program

Our method learns acyclic sketches of bounded width using combinatorial
optimization formulated as an answer set program (ASP) (Gelfond and Lifschitz
1988; Gebser et al. 2012). From the training set P, the feature pool 7, and a
bound k on the sketch width, we generate an answer set program that includes
constraints to ensure that a solution, i.e., policy sketch R, for P is acyclic and
has width bounded by k. We optimize for the syntactically simplest solution by
minimizing the sum of syntactic feature complexities over the selected features
in ®. We refer the reader to the chapter’s main contribution for complete
encoding details.

Our encoding is sound and complete in the sense that it has a solution, i.e.,
answer set, if and only if there exists an acyclic policy sketch over a subset
of features from F that has width bounded by & on the training set P. The
resulting policy sketch can be read directly from an answer set of the program.
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4. Learning Policy Sketches

4.2 Experiments

We ran experiments to learn sketches for several tractable classical planning
domains from the International Planning Competition (IPC). We generated a
set of small training problems using PDDL generators (Seipp et al. 2022) and
imposed a limit on the syntactic feature complexity of eight.

Table 4.1 shows the key results of learning sketches with width k& upper
bounded by 0, 1 and 2. For each width, we report the peak memory usage in
GiB (M), the total wall-clock time in hours for solving the answer set program
in parallel on 32 CPU cores (T), the number of states in the last iteration of the
curriculum learning procedure (#S), the number of selected features (#®),
and the number of learned sketch rules (#R).

The number of selected features and rules is always small, with at most 4,
respectively 5, in Childsnack. As k increases, less complex features and sketches
are needed, but the search becomes more costly, albeit still polynomial. For k
equal to 0, we observe failures to learn a sketch in Childsnack, Delivery, and
Miconic for different reasons. In Childsnack, we suspect that the expressivity
of the feature language is insufficient. Same for Delivery, where we know
that a distance feature of complexity 15 is necessary (Frances, Bonet, et al.
2021). In Miconic, we ran out of resources but succeeded in subsequent works
(Drexler, Seipp, and Geffner 2023; Drexler, Stahlberg, et al. 2024b). We
solve all domains for k equal to 1, indicating a good balance between the
feature expressivity and resources needed for learning a sketch. We empirically
verified the correctness of our learned sketches on larger problems and formally
showed the correctness of a subset of them.

We can also observe a large required time of 63.34 hours and memory of 122
GiB in Childsnack. This demonstrates a clear limitation of our approach when
dealing with more complex domains, where memory and time consumption
can become prohibitive. Complex domains often require many states that may
induce large feature pools and, thus, even larger combinatorial encodings that
are difficult to solve. We also tried domains such as Barman and Grid, where
the number of required states was too large.

These results demonstrate the scalability limitations and a key strength of our
approach, i.e., its ability to learn from small amounts of input data. As domain
complexity increases, the memory and time requirements grow significantly
in the number of states, the size of the feature pool, and the bound imposed
on the sketch width. Reducing the size of the state space or the feature pool
is crucial for improving scalability. In Chapter 6, we will present a method to
reduce redundancy in the training data by removing symmetric states, which
can result in exponentially smaller training data sets.
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k=0 k=1 k=2
Domain M T #S #P #R M T #S #d #R M T #S #d #R
Blocks-clear 1 0.01 22 2 2 1 0.01 22 1 1 1 0.01 22 1 1
Blocks-on 26 3.89 22 3 3 9 0.03 22 2 2 13 0.05 22 1
Childsnack - - - - —-122 6334 792 4 5 - - - - -
Delivery - - - - - 17 015 96 2 2 3 0.01 20 1 1
Gripper 2 0.01 28 2 3 3 0.02 28 2 2 7 0.02 28 1 1
Miconic - - - - - 1 0.01 32 2 2 2 0.01 32 1 1
Reward 3 0.02 26 2 2 1 0.01 12 1 1 10 0.03 48 1 1
Spanner 12 0.56 227 2 2 3 001 74 1 1 6 0.01 74 1 1
Visitall 3 0.02 36 2 2 1 0.01 3 1 1 1 001 3 1 1

Table 4.1: Comparison of learning sketches for a class of problems Q with
width k upper bounded by 0, 1 and 2, showing the peak memory in GiB (M),
the total wall-clock time in hours for solving the ASP on 32 CPU cores (T), the
total number of states in the last iteration of the curriculum learning procedure
(#8S), the number of selected features (#®), and the number of sketch rules
(#R). We denote failures by “~” and report the reasons in the text.

4.3 Analysis

To illustrate the power of our method, we now present the learned sketch of
width 1 for the Childsnack domain while comparing it with the previously hand-
crafted sketch from Chapter 3. Our automated method simplifies the sketch
by minimizing the sum of syntactic feature complexities and fully exploiting
the structure of the training problems while maintaining generalization. The
learned features ® = {c,, c, s,, s*} are:

¢q = |allergic-gluten N served, M —served|
¢ = |served|
Sq = |no-gluten-sandwich|

s" = |at-kitchen-sandwich|

The feature ¢, is identical to its counterpart in the handcrafted sketch, while ¢
merges ¢, and ¢, into a simpler representation by counting served children.
Similarly, s, abstracts the location of gluten-free sandwiches more simply
than s*, which specifically tracks their presence in the kitchen. The feature
s* is now a numerical feature, unlike the Boolean feature in the handcrafted
sketch, and the exclusion of features tracking sandwiches on trays indicates
that the learned sketch leverages the domain’s structural constraints, where
sandwiches can only leave the kitchen by being placed on trays. The learned
sketch demonstrates increased simplicity and efficiency with a total syntactic
complexity of 13, compared to 30 for the handcrafted sketch. The learned
sketch rules Rg over the features ® are:
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r={} = {s"7,¢,7, 5.1, ¢?}
ro ={} = {5, 7, 5.7, ¢?}
r3={} = {7, cal, 547, 7}
ra={ca=0} = {s" c,?,5.7,¢?}
15 = {ca =0} = {77, c?, 5,7, cl}

For example, the rule r; says that making a gluten-free sandwich is good, and
the rule 7, says that decreasing the number of sandwiches in the kitchen is
good, effectively moving it on a tray. Notice that 5 now works for both types
of sandwiches because it can never result in an unsolvable state. Importantly,
none of the rules explicitly track whether sandwiches are placed on a tray,
exploiting the domain structure since decreasing the number of sandwiches in
the kitchen is only possible by moving them on a tray.

The learned sketch is acyclic and has a width of 1, matching the theoretical
result from the handcrafted sketch in Proposition 2.

Proposition 3. The learned sketch R§ for the Childsnack domain is acyclic and
has width 1.

The analysis shows that our automated approach simplifies the handcrafted
sketch by minimizing the sum of syntactic complexities while showing in-
creased exploitation of the structure of the training problems.

4.4 Discussion

We introduced a method that automatically learns acyclic policy sketches of
bounded width. It simultaneously learns state abstractions as Boolean and
numerical features and temporal abstractions as sketch rules over the features
in one shot. Our method is sound and complete for the training set and we
can often show generalization towards the target class by hand. To the best
of our knowledge, no other method learns to split problems into subproblems
with polynomial complexity that is controllable with a single integer parameter,
a step towards building reliable agents that learn subgoal structures to plan
efficiently.

Our experimental evaluation shows that scalability is a primary concern of our
method, preventing its application in complex real-world problems, including
the household robot example. The main issue is the fast growth of the combi-
natorial encoding, which is polynomial in the number of states and the size of
the feature pool and exponential in the bound imposed on the sketch width.
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A promising direction for addressing the scalability issue is reuse. In this
context, reuse means learning a policy sketch from previously acquired knowl-
edge. We touched upon reuse in the previous chapter. We discussed so-called
modules that are good candidates for reuse. Modules use the language of
policy sketches and take additional concepts or roles as arguments to support
reuse across different problem classes.

Instead of learning modules, one could also learn sketches from a pool of
candidate sketch rules. That is, by first generating a pool of candidate sketch
rules independently optimized for simplicity, followed by learning a sketch from
the pool. This method effectively decouples the learning of state abstractions
in step one from learning temporal abstractions in step two. Decoupling the
learning of state and temporal abstractions allows for targeted optimizations,
potentially reducing computational costs and improving scalability.

Recently, Aichmiiller and Geffner (2024) showed that policy sketches can be
learned with deep learning, a much more scalable framework. Their method
uses graph neural networks (GNN) (Scarselli et al. 2009) that were first used
for learning general policies (Stdhlberg, Bonet, et al. 2022a; Stdhlberg, Bonet,
et al. 2022b; Stéhlberg, Bonet, et al. 2023). GNNs take arbitrary-sized graph
structures that encode states as input. The features are implicit in the network
weights, and the network predicts the subgoal states.

The expressivity of these GNNs is upper bounded by 2-variable first-order logic
with counting quantifiers C (Grohe 2021) and often sufficient for our training
sets (Drexler, Stahlberg, et al. 2024b). GNNs have a crisp characterization
of expressivity compared to our feature pools, whose limit on the syntactic
complexity complicates a precise characterization. Testing the correctness of
GNNs on larger problems approximates generalization towards the target class
of problems. However, GNNs lack interpretability, i.e., formally proving their
correctness is challenging or impossible, which imposes risks in reliability and
safety. An interesting and particularly challenging question for future work is
how to tightly integrate the scalability of deep learning and the interpretability
of simple target languages such as policy sketches.

Our contribution of learning policy sketches to split problems into subproblems
of polynomial complexity controllable by a single integer parameter allows for
an additional contribution. Learning hierarchical policies is a long-standing
challenge in artificial intelligence that aims to find hierarchical decompositions
of action plans without any prior structural information. Hierarchical policies
are a representation of how humans tackle many complex real-world problems.
The ability of policy sketches to control abstraction levels makes them a natural
foundation for hierarchical policies. The following chapter presents a method
for learning hierarchical policies based on our method for learning sketches.
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* Dominik Drexler, Jendrik Seipp, and Hector Geffner (2023). “Learning
Hierarchical Policies by Iteratively Reducing the Width of Sketch Rules”.
In: Proceedings of the Twentieth International Conference on Principles
of Knowledge Representation and Reasoning (KR 2023). Ed. by Pierre
Marquis, Tran Cao Son, and Gabriele Kern-Isberner. IJCAI Organization,
pp. 208-218.

Hierarchical policies are key to how humans and many animals efficiently solve
complex, real-world problems. These agents prioritize higher-level planning
before working out the details of a low-level action plan (LeCun 2022). The
following example illustrates a multi-level plan for doing the laundry.

Example 8. Figure 5.1 shows a multi-level plan for doing the laundry. The
highest-level plan consists of only two steps: placing all laundry pieces into the
washing machine and launching the appropriate program. This plan involves
putting individual pieces into the machine at a lower level, one at a time. A
further breakdown might involve moving toward a laundry piece, picking it
up, approaching the machine, and placing it inside. Notice that the multi-level
plan applies to a large variety of households.
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O O

place all pieces into machine m “-....  launch program
OO :
place piece p; into m place piece p,, into m

O —O—0 O

move to pi p]ck p1 move to m dr()p p1 intom

Figure 5.1: The illustration shows a multi-level plan for doing the laundry.
The circle nodes represent states, and the double-circled node represents a
goal state. The highest-level plan is at the top. The dotted lines indicate the
respective decompositions into lower-level plans.

Humans excel at identifying appropriate levels of abstraction to enable effi-
cient planning. However, automating this process for computational agents
remains an important challenge (LeCun 2022). Despite decades of research in
hierarchical planning, whether in model-based approaches (Sacerdoti 1974;
Tate 1977; Erol et al. 1994) or model-free reinforcement learning (Parr and
Russell 1997; Dietterich 2000; Barto and Mahadevan 2003), the problem
of learning hierarchical plan representations without supervision remains an
open challenge. A central issue is the absence of precise characterizations
for describing and uncovering effective hierarchical structures. Researchers
have explored strategies such as identifying “bottleneck states” (McGovern and
Barto 2001), precondition relaxation (Sacerdoti 1974), and analyzing causal
graphs (Knoblock 1994), but have restricted scopes, lacking either in learning
compact representations to enable interpretability, a precise characterization
of their effectiveness, or fully unsupervised methods for learning them.

For example, hierarchical policies expressed in hierarchical task networks
(HTNs) (Erol et al. 1994) decompose classes of problems into classes of sub-
problems. Primitive tasks at the lowest level represent primitive actions or
subproblems solvable in one step. Compound tasks at a higher level represent
compositions of tasks or subproblems solvable in several steps. However, there
is no characterization of what constitutes an effective decomposition.

Planning width is a well-suited to characterize an effective decomposition.
Subproblems induced by a primitive task are solvable in a single step and,
hence, have a width of one. Subproblems induced by compound tasks require
several steps and potentially have greater width. Bounded width ensures that
all subproblems have polynomial complexity, a crisp characterization, that can
help in unsupervised uncovering of effective hierarchical structures.
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In this chapter, we formalize this idea while using the policy sketches language
and our method for learning them. Our method systematically uncovers a
hierarchical structure by iteratively splitting classes of problems into subclasses
of problems whose polynomial complexity decreases, measured by the planning
width. Our method produces an interpretable hierarchical policy that is a
single-rooted tree where each node contains a sketch rule and represents a
class of problems. The width of classes of problems in the leaf nodes is zero
and increases as we move up in the tree.

This chapter is organized as follows. First, we characterize our hierarchical
policies and the validity property for effective hierarchical problem decomposi-
tion. We illustrate our characterization on a hierarchical policy for the class
of problems over the laundry domain, which we learned for the equivalent
Delivery domain (Bonet and Geffner 2021). Second, we present an empirical
evaluation of learning hierarchical policies. Last, we summarize and conclude.

5.1 Characterization

In this section, we present our formal characterization of hierarchical policies.
We illustrate our characterization using the class of problems Qj, over the
laundry domain. Recall that in each problem, there is a robot, laundry pieces,
and a washing machine that specifies the goal location. The objective is to
move all laundry pieces to the goal location. There are actions to pick up
and drop laundry pieces and move them between neighboring locations. A
hierarchical policy is syntactically defined as follows.

Definition 9. A hierarchical policy II for a class of problems Q is a single-
rooted tree where every node n has a sketch rule r(n) over features .

Example 9. Figure 5.2 illustrates a hierarchical policy for the class Q; of
laundry problems, which consists of eight nodes. Each node is associated
with a rule defined over a subset of the following features: D is true iff all
laundry pieces are delivered, H is true if and only a laundry piece is being held,
p is the distance to the nearest undelivered laundry piece, t is the distance
to the washing machine, and  is the number of undelivered laundry pieces.
For example, rule r(ng) over feature D says that delivering all laundry pieces
is good (D). Rule r(n;) over feature u says that decreasing the number of
undelivered laundry pieces is good (wl), rule r(nsy) over features H and u says
that getting hold of an undelivered laundry piece is good (H) if not holding
one (—H), rule r(n4) over features H and p says that decreasing the distance
to an undelivered laundry piece is good (pl) if not holding one (—H), and rule
r(ns) over features H and p says that picking up an undelivered laundry piece
is good (H) if not holding one (—H) and it is at distance zero (p=0).
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Figure 5.2: The illustration shows a valid hierarchical policy IT5 for class Q..

We are interested in hierarchical policies with a computational characterization
regarding polynomial time solvability of the class of problems Q. Thus, we
place additional structural restrictions based on the notion of width depending
on three types of nodes: the root, inner, and leaf nodes. Each node captures a
class of problems. The single root node captures the target class of problems
that usually has unbounded width. Each inner node defines a problem decom-
position into classes of subproblems with a strictly smaller width. Each leaf
node captures a trivial class of subproblems with width zero, meaning that each
subproblem is solvable by executing a single action. Our decomposition aims
for an execution model that greedily picks child nodes to solve subproblems,
which requires a redefinition of sketch width that upper bounds the width
of each sketch rule independently from each other. Hierarchical policies that
satisfy these restrictions are called valid (Drexler, Seipp, and Geffner 2023).

Definition 10. A hierarchical policy II for Q is valid if the rules r(n) determine
classes Q,, of subproblems from Q that together obey the constraints:

1. Root node n: The rule r(n) is {-D} — {D} where D is a dummy
Boolean feature that is true only in the goal of a problem P in Q, and

2. Inner node n: The rules r(n’) of the children n’ of n encode an acyclic
sketch R(n) for Q,, with a width that is smaller than the width of Q,,.
The class of problems Q,, at each child »n’ with rule »(n’) = C'+— E'is
defined as Q,,y = {P[s, G,(n\(s)] | P[s,G] € Qn, s = C}.2

3. Leaf node n: The class of problems Q,, has width 0, meaning that each
problem P in @, is solvable by executing a single action.

2We used that Q is closed to simplify the original definition and focus
on the core idea of including each problem P[s, G, (s)] that results from
extending the goal states of problem P[s, G] with initial state s that satisfies C.
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We write II,, to denote a valid hierarchical policy whose first decomposition
has sketch width k. The following example illustrates the notion of validity.

Example 10. The hierarchical policy IT} for the class Q;, of laundry problems
whose first decomposition has sketch width 2 shown in Figure 5.2 is valid
(Drexler, Seipp, and Geffner 2023):

* The root node ng contains the sketch rule over the dummy Boolean
feature D that holds only in the goal states of a problem from the class
Qy, which is equal to Q.

* The node n; encodes an acyclic sketch for Qg over the feature u with
width 2. Node n, represents the class of subproblems Q; with width 2
that aim to reduce the number of undelivered laundry pieces.

* The inner nodes ns and n3 encode an acyclic sketch for Q; over the
features v and H with width 1. Node ny represents the class Q5 of
subproblems with width 1 that aim to get hold of an undelivered laundry
piece, while node n3 represents the class of subproblems Q3 with width
1, that aim to deliver a laundry piece that is already being held.

* The leaf nodes ny and ns encode an acyclic sketch for Q5 over the
features H and p with width 0. Node n4 represents the class of subprob-
lems Q4 with width 0 that aim to move closer to an undelivered laundry
piece, while node ns represents the class of subproblems Q5 with width
0 that aim to pick a laundry piece up when its distance reaches zero.

We conclude the example by observing that the hierarchical policy IT} is also
meaningful because it is simple, i.e., has few syntactic elements and reflects a
hierarchical decomposition that a human might develop if given the task.

We define an execution model for valid hierarchical policies to compute a
plan for a given problem. In a nutshell, the execution model uses a stack to
track subproblems it currently solves. It traverses through the tree and makes
decisions based on the local neighborhood, executing actions only in the leaf
nodes. This execution model enables hierarchical policies to make decisions
efficiently by focusing on the local neighborhood, reducing the computational
overhead compared to flat general policies that evaluate all rules at each step.
These local decisions introduce a computational advantage when executing
hierarchical policies over flat general policies.

The following section builds on this formal characterization, presenting a
method for automatically learning valid hierarchical policies. It leverages
planning width and policy sketches to guide a refinement process that starts at
the root node, which consists of the dummy sketch rule.
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5.2 Method

Our method for learning a valid hierarchical policy 11, follows directly from
Definition 10: starting from the given target class of problem Q, we find a set
of features that distinguishes goals from non-goals and instantiate the root
node with the rule as shown in Definition 10.1. Then, we iteratively refine
nodes whose class of problems has nonzero width by learning a policy sketch
whose width is one less, or & in the particular case of the root node. For each
rule in the learned sketch, we instantiate a child node and compute the class
of subproblems as shown in Definition 10.2. Notice that the size of problems
in the class of subproblems in a child node can be smaller than the size of
problems in the class of the parent node, i.e., by pruning states only reachable
through goal states. The reduction in problem size translates into smaller
combinatorial encodings for learning sketches and, hence, computationally
more efficient learning compared to encodings based on problems from Q.

5.3 Experiments

We implemented the method for learning hierarchical policies based on our
method for learning policy sketches from Chapter 4. We generated numerical
features until complexity 15, increasing the feature pool size.

Table 5.1 shows the key results of learning hierarchical policies 11, for a class
of problems Q for k equal to 0,1 and 2. We report the peak memory usage in
GiB (M), the total CPU time in hours for solving the answer set program in
parallel on 32 CPU cores (T), the highest number of states for the last iteration
of the curriculum learning procedure (#8S), the number of selected features
(#@), and the maximum branching factor (#R).

Learning hierarchical policies failed in the Childsnack domain, where we
previously encountered issues in learning a sketch of width zero and where we
suspect that the expressivity of the feature language is insufficient. In Delivery,
we learned a sketch of width one after increasing the feature complexity to
15. Still, we failed to learn a general policy directly, i.e., a sketch of width
zero, demonstrating a computational gain of splitting classes of problems into
simpler classes of subproblems. In Blocks-on, we failed due to the increase
in the size of the feature pool. In Miconic, we also succeeded due to slightly
improved encoding. Learning a hierarchical policy I, starting with a larger
k often requires fewer states and resources because subclasses of problems
contain smaller subproblems that represent a more specific problem aspect. We
successfully tested the learned hierarchical policies on much larger problems.
Our method was able to learn the hierarchical policy similar to IT5 from
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Figure 5.2 for the equivalent Delivery domain. We also learned meaningful
hierarchical policies for several other planning domains, demonstrating that
the notion of width can effectively guide the discovery of effective hierarchical
structures.

Iy I I,
Domain M T #S #& #R M T #S #® #R M T #S #& #R
Blocks-clear 2 026 22 2 2 1 004 5 3 2 2 010 5 2 2
Blocks-on - - - - —-53 2060 22 3 438 1516 20 4 2
Delivery - - - - -12 3918 48 4 2 8 1042 28 4 2
Gripper 3 043 28 2 4 4 300 28 3 2 6 144 34 3 2
Miconic 14 1248 36 3 4 4 040 18 3 2 6 031 18 4 2
Reward 3 047 14 2 2 1 013 8 2 2 3 084 12 2 2
Spanner 4 143 19 3 310 875 9% 4 217 1674 76 4 2
Visitall 11 1022 22 2 2 3 169 9 2 2 5 415 11 2 2

Table 5.1: Comparison of learning hierarchical policies II; for a class of
problems Q for k equal to 0,1 and 2, showing the peak memory in GiB (M),
the total CPU time in hours for solving the ASP on 32 CPU cores (T), the highest
number of states for the last iteration of the curriculum learning procedure
(#8S), the number of selected features (#®), and the maximum branching
factor (#R). We denote failures by “~” and report the reasons in the text.

5.4 Discussion

We introduced a crisp characterization of hierarchical policies based on plan-
ning width and an unsupervised method for learning them. A hierarchical
policy is a single-rooted tree whose nodes consist of a single sketch rule. The
sketch rules in a valid hierarchical policy induce a decomposition of classes
of problems into classes of subproblems with smaller polynomial complexity.
More precisely, the sketch rules in the children of each node represent an
acyclic sketch whose width is smaller than the width of the class of problems
at the parent node. These rules split the class of problems into subclasses of
problems with smaller polynomial complexity. For every valid hierarchical
policy whose sketch has mutually exclusive feature conditions at each node, a
translation exists to a flat general policy, demonstrating a close connection in
their expressive power (Drexler, Seipp, and Geffner 2023).

The unsupervised method for learning hierarchical policies iteratively splits
classes of problems into classes of subproblems of smaller bounded width using
our method for learning policy sketches. Our experimental results show that
we can learn hierarchical decompositions with a few syntactical elements,
allowing us to often prove their correctness for the entire problem class.
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5. Learning Hierarchical Policies

Hierarchical policies, similar to policy sketches, are also limited in their ability
for reuse, as previously discussed in Chapter 3. The features are embedded
directly into the rules, preventing the injection of context-dependent informa-
tion. Modules that call other modules, as briefly introduced in Chapter 3, are
an alternative language for defining hierarchical policies that allow reuse.

Our experimental evaluation shows that similar to learning policy sketches,
scalability is a primary concern of our method, preventing its application in
complex real-world problems, including the household robot scenarios. We
presented several ways to address scalability in Chapter 4. The method of
learning hierarchical policies has an advantage in terms of scalability over
learning general policies directly, i.e., sketches of width zero. Classes of sub-
problems in the children of a node can be smaller, as a result of pruning states
that are only reachable through the extended goal states, making learning of
successive policy sketches increasingly cheaper.

In the next chapter, we present a general class of abstractions based on symme-
try reduction to address scalability issues to some extent. These abstractions
map symmetric states to the same abstract state. The number of abstract
states can be exponentially smaller, effectively reducing the size of several
combinatorial encodings in generalized classical planning, including ours.

38



Abstractions

Core Publication of this Chapter

¢ Dominik Drexler, Simon Stdhlberg, Blai Bonet, and Hector Geffner
(2024b). “Symmetries and Expressive Requirements for Learning Gen-
eral Policies”. In: Proceedings of the Twenty-First International Conference
on Principles of Knowledge Representation and Reasoning (KR 2024). 1J-
CAI Organization.

A major challenge in classical planning is managing the explosion of generated
states during the search. Symmetry detection helps to reduce the number
of generated states by identifying structurally equivalent states that can be
pruned, significantly improving search performance in problems with many
structural symmetries (Fox and Long 1999).

Symmetry detection methods typically use graph encodings of the problem
that combine information about the state, goal, and actions (Pochter et al.
2011; Sievers et al. 2019). The automorphism group of the graph captures
all its symmetries by representing the set of all automorphism of the graph,
which are structure-preserving mappings from the graph onto itself. These
automorphisms translate into structural symmetries within the state space of
a problem. Computing the automorphism group of a graph is harder than
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solving the graph isomorphism problem, for which no known polynomial time
algorithm exists (Babai 2016).

Research on symmetry detection in classical planning has focused on detecting
symmetries derived from grounded problem representations (Pochter et al.
2011) and lifted problem representations (Fox and Long 1999; Sievers et al.
2019). The lifted representation contains first-order information, including
predicates, objects, and action schemas, while the grounded representation
abstracts first-order details and focuses on propositional facts and ground ac-
tions. Methods on the ground representation may result in a heavier symmetry
reduction of the generated states (Sievers et al. 2019).

In generalized classical planning, where an objective is to learn general plans
for infinite classes of problems, symmetry detection plays an additional role:
general plans that solve a state can also solve any symmetric state under
specific conditions. These conditions depend on the representation language
that is used to represent general plans and the symmetry detection method.
Symmetry reduction in generalized planning can reduce the amount of re-
dundant information in the training data, enabling more efficient learning.
The computational hardness of computing the automorphism group is less of
a concern as the training sets usually contain small problems. Example 6.1
illustrates symmetry pruning on a small problem from the laundry domain.

Example 11. Figure 6.1 shows the fully expanded initial state sg of a problem
from the laundry domain. In both, the lifted and grounded problem represen-
tation, one can identify that the two laundry pieces are symmetrical. In the
lifted problem representation, an automorphism explicitly maps these objects
onto each other. In the grounded problem representation, it is implicit in the
mapping of grounded propositions onto each other. In both cases, a forward
search must only expand either successor ss or s3, effectively pruning a large
portion of the state space.
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Figure 6.1: The illustration shows the fully expanded initial state sy of a
laundry problem that contains a robot a, two laundry pieces p; and ps, and
two locations [ and r. In sg, both laundry pieces are at location [ with goal
location r, and the robot «a is at location /. The laundry pieces are symmetric;
hence, the states s, and s3 are symmetric, denoted by a dotted rectangle.

In this chapter, we apply symmetry detection to generalized classical planning.
We define two states as symmetric if their relational structures are isomorphic.
Relational structures are simply an alternative view of states. Isomorphisms
between relational structures are functions that rename the object identities
but preserve their relationships. We find isomorphisms by encoding states
as graphs and running state-of-the-art graph isomorphism solvers. A central
contribution of our approach is the exploitation of a well-known result that two
isomorphic relational structures satisfy the same first-order logic sentences,
allowing us to ignore lifted action schemas completely. Consequently, we
bypass the complexity of considering the actions in the graph encodings.
Hence, our graph encodings depend purely on the atoms in a state, resulting
in smaller graph encodings. Using our method, we can generate abstractions
of the state spaces. Experimental results show a reduction in training data
size by more than two orders of magnitude across several domains, along with
improvements in learning general policies from these abstractions compared
to the state spaces as done previously (Frances, Bonet, et al. 2021).
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6. Abstractions

6.1 Theoretical Framework

Planning states are relational structures. A finite relational structure consists of
a finite set of objects (the universe) and the predicate symbols of the planning
domain (the signature). The interpretation captures the relationships between
the objects in the state. We define two planning states as equivalent if and
only if their corresponding relational structures are isomorphic. Intuitively
speaking, two equivalent states only differ in the naming of the objects, not
the relationships between the objects. We cast the problem of finding an iso-
morphism between relational structures as graph isomorphism on undirected
vertex-colored graphs. Although graph isomorphism is not known to be solv-
able in polynomial time, the best-known algorithm runs in quasi-polynomial
time (Babai 2016). This section is organized as follows. First, we describe the
graph encoding used for detecting equivalent states. Second, we describe how
to obtain abstractions for generalized planning based on state equivalence.
Last, we lift the notion of solvability for general policies in the context of our
abstractions by introducing a structural restriction called uniformity.

6.1.1 Graph Encoding

Our graph encoding builds on top of existing graph encodings (St&hlberg,
Bonet, et al. 2022a; Chen, Trevizan, et al. 2024; Chen, Thiébaux, et al. 2024;
Horcik and Sir 2024). Those graph encodings aim not to test state equivalence
but to use graph neural networks. Each of the existing encodings has one of the
following two limitations, preventing them from being used for our purpose of
state equivalence testing: 1) there is a loss of information, in the sense that
the state cannot be decoded from the graph, or 2) the graph encodings are not
undirected vertex-colored graphs, which modern graph isomorphism libraries
such as nauty (McKay and Piperno 2014) requires as input.

Our graph encoding addresses these limitations. For a given planning state, our
undirected vertex-colored graph has an object vertex for each object in the state
and a positional argument vertex for each occurrence of an object in a ground
atom that is true in the state. Object vertices share the same unique color,
allowing them to be mapped onto one another. Positional argument vertices
have a unique color, given by the predicate and the position, to ensure that only
semantically matching vertices are mapped onto one another. Edges connect
object vertices to their respective positional argument vertices and neighboring
positional argument vertices. Our encoding works for predicates of arbitrary
arity and guarantees that two relational structures are isomorphic if and only
if their object graphs are isomorphic. We say that two states are equivalent
if and only if their corresponding relational structures are isomorphic. The
equivalences ensure that there is no loss of information.
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6.1. Theoretical Framework

Example 12. Figure 6.2 shows the graph of the state s or s3 from Figure 6.1,
depending on the labeling of the laundry pieces. It contains five object vertices,
one for every object in the state. The sub-graph consisting of the object vertex
(1), positional argument vertex (loc, 1, (1)), and their connecting edge uniquely
represent the unary ground atom Joc(1). For higher arity relations, the structure
above is generalized. The sub-graph consisting of the object vertices {(a) and
(1), the positional argument vertices (at, 1, (a,l)) and (at, 2, (a,!)), and their
connecting edges uniquely represent the binary atom at(a, ). In other words,
the ordering of the arguments can be uniquely decoded from the colors that
depend on the position of the argument itself.

(robot, 1,{a))  (holding, 1, (a)) *

|
<c|z> — MR — (<. L. (e p0)) — (]

(at,1,(a, 1) m*

(loc, 1, (1)) 1) (ry — (loc, 1, (r))

s

(a'tgr 1 (p27 7">>

(atg’ 17 (p1,7‘>>

— (at, 1, (p2,1)) (p2)

-

Figure 6.2: The illustration shows the graph of the state s, or s3 from Fig-
ure 6.1. The object vertices are uncolored. The positional argument vertices are
colored depending on their position and predicate. The static goal predicate
at, represents the goal location of the pieces, e.g., at,(p1,7).

6.1.2 Equivalence-based Abstractions

Equivalence-based abstractions are abstractions of the state space induced by
a problem where two equivalent states are mapped to the same abstract state
and two transitions with equivalent sources, respectively, target states, are
mapped to the same abstract transition. A strength of our approach is that it is
easily applicable across different problems, detecting completely equivalent
problems or equivalent states across different problems. The following example
illustrates the theoretical gain, as the number of states in the abstraction can
be exponentially smaller.
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6. Abstractions

Example 13. Figure 6.3 shows an abstraction for a laundry problem with n
laundry pieces and two locations [ and r. There are 4n + 2 = 2[(n + 1) + n)
non-isomorphic states: for each of the two possible positions of the robot,
there are n + 1 states where no laundry piece is being held and n states where
a laundry piece is being held. In comparison, the state space contains an
exponential amount of states, e.g., each laundry piece can be in either room
for a total of 2"*! states.

pick

Figure 6.3: The illustration shows a fragment of the abstraction for a problem
from Qj with n laundry pieces and two locations [ and r. The number of
pieces at [ (#L), whether one is held (H), and the robot’s location (C) identifies
each equivalence class. The abstraction contains 4n + 2 states (see text).

While the solvability of general policies is typically defined on state spaces
(Frances, Bonet, et al. 2021), applying solvability to our abstractions requires
introducing the concept of uniformity of general policies.

6.1.3 Uniform General Policies

Uniformity imposes a structural restriction on general policies,® requiring
that they cannot distinguish transitions between equivalent states. In other
words, uniform general policies treat structurally equivalent state transitions
similarly, ensuring consistency in decision-making across equivalent states.
The uniformity constraint allows the notion of solvability to be lifted from state
spaces to equivalence-based abstractions. In this context, a uniform general
policy is considered solvable if all maximal state trajectories for an equivalence
class lead to a goal state. This raises the question of whether previous notions
of general policies are uniform for our abstractions.

Formal languages that are isomorphism-invariant over finite relational struc-
tures cannot distinguish between isomorphic relational structures. Descriptive

3The restriction can be placed other types of general plans, e.g., sketches.
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languages are usually isomorphism-invariant by design. Description logics
(Baader et al. 2003), graph neural networks (Scarselli et al. 2009), and first-
order logic with counting quantifiers (Immerman 1998) are examples of iso-
morphism invariant languages. Hence, general policies defined over such
isomorphism-invariant feature languages are uniform over our abstractions.

Our work can be seen as a specific instantiation of the abstract structures
framework for lifted problem representations while ignoring action schemas
by Sievers et al. (2019). Their specific instantiation and work on the grounded
problem representation (Pochter et al. 2011) allowed two truly non-isomorphic
states to be considered equivalent. This can occur when an automorphism
maps two distinct predicates onto each other. As a result, general policies
based on isomorphism invariant languages, such as the ones mentioned above,
may distinguish states and transitions in abstractions based on these stronger
notions of symmetry, effectively breaking uniformity over such abstractions.

6.2 Experiments

We ran experiments to see the reduction in training data when using ab-
stractions and how they affect the efficiency of learning general policies. We
use the method for learning sketches from Chapter 4 to learn general poli-
cies, i.e., sketches of width zero. Since general policies are uniform for our
equivalence-based abstractions, it suffices to pick a single representative, ef-
fectively reducing the size of the combinatorial encoding. The training set
consists of planning domains from the International Planning Competition. We
sampled sets of small problems using PDDL generators (Seipp et al. 2022).

Table 6.1 shows the results for learning general policies with and without
equivalence-based reductions. We report the peak memory usage (M) in GiB,
the wall-clock time in seconds for learning (T), the total number of states in
the training set (#S) and the reduced training set (#S/~;s,), and ratios for the
speedup in time and the reduction in the number of states.

The table shows a drastic reduction in the number of states in the training set,
ranging from factor 1.18 in Visitall to 355.12 in Blocks4ops-clear. In principle,
this should result in a significant decrease in peak memory. However, we
are using the implementation for learning sketches, which requires the entire
state space to be held in memory because it uses the notion of width that
depends on the structure of the state space. We expect a decrease in more
specialized implementations. There is a slowdown in some simple domains,
such as Ferry or Blocks4ops-on, where the absolute time is still relatively small.
In Blocks3ops, the speedup of 2.57 is significant; after closer inspection, the
curriculum learning procedure selects the same problem but with fewer states.
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In summary, equivalence-based abstraction can reduce the necessary training
data for learning general policies and improve learning efficiency.

without reduction with reduction
Domain M T #S M T Speedup #S/iso Factor
Blocks3ops 9 28,884 145,680 11 11,233 2.57 4901 29.72
Blocks4ops-clear 1 8 30,540 1 6 1.33 86 355.12
Blocks4ops-on 3 265 30,540 2 228 0.47 249 122.65
Delivery 3 534 411,720 2 325 1.64 3,346 123.05
Ferry 1 69 8,430 1 91 0.76 265 31.81
Gripper 1 5 1,084 1 6 0.83 90 12.04
Miconic 1 38 32,400 1 58 0.66 12,339 2.63
Reward 1 20 13,394 1 14 1.43 7,026 1.91
Spanner 1 7 9,291 1 8 0.88 283 32.83
Visitall 2 77 476,766 3 95 0.98 402,880 1.18

Table 6.1: Comparison of learning general policies with equivalence-based
reductions and without, showing the memory usage in GiB (M), the wall-clock
time in seconds (T), the total number of states in the training set (#S) and
the reduced training set (#S /~;s,), and ratios for the speedup in time and the
reduction in the number of states. We use boldface to highlight the winner in
a pairwise comparison, i.e., the one that needed strictly fewer resources.

6.3 Discussion

We introduced a class of abstractions for generalized planning based on state
equivalence in terms of the existence of an isomorphism between their rela-
tional structures that can result in an exponential reduction of redundancy in
the training data. We introduced a structural restriction for general policies,
called uniformity, that allows the solvability of general policies to be lifted
from state spaces to our abstractions. General policies over isomorphism-
invariant feature language are naturally uniform over our abstractions because
isomorphism-invariant languages cannot distinguish between isomorphic rela-
tional structures (Immerman 1998). Our abstractions are applicable to and
other works in generalized classical planning that use description logics (e.g.,
Martin and Geffner 2004; Fern et al. 2004; Yoon et al. 2008; Frances, Corréa,
et al. 2019; Frances, Bonet, et al. 2021; Stdhlberg, Frances, et al. 2021; Drexler,
Seipp, and Geffner 2022; Drexler, Seipp, and Geffner 2023), or graph neural
networks (e.g., Stahlberg, Bonet, et al. 2022a; Aichmiiller and Geffner 2024).

An interesting question for future work is whether or under which conditions
we can learn general policies for abstractions based on stronger notions of
symmetry. For example, we can prune statically irrelevant information from

46



6.3. Discussion

states before isomorphism testing, such as objects, ground atoms, or goal
atoms that are static and irrelevant in a state. While this does not improve
the symmetry reduction on a per-problem level, it increases the amount of
symmetry reduction among collections of problems. States with statically irrel-
evant information may exist if the state space contains more than one strongly
connected component. Dominance pruning (Torralba and Hoffmann 2015;
Torralba 2018) could increase the number of strongly connected components
by removing unnecessary state transitions from the state space.
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In the previous chapter, we presented equivalence-based abstractions that
map equivalent states, i.e., whose relational structures are isomorphic, to
the same abstract state. Isomorphism-invariant languages cannot distinguish
between two equivalent states, which implies consistent decision-making
across equivalent state transitions or state pairs. Examples of isomorphism-
invariant languages are description logics (Baader et al. 2003), graph neural
networks (Scarselli et al. 2009), and first-order logic with counting quantifiers
(Immerman 1998). Therefore, the policy sketches language is isomorphism-
invariant if the feature language also is because policy sketches operate directly
on top of the feature valuations.

In this chapter, we take a different perspective on feature languages by identify-
ing sufficiently expressive languages to distinguish between all non-equivalent
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states in planning benchmark sets. Ideally, its expressive power should be
neither excessive nor insufficient, as overly expressive power incurs high com-
putational costs during the learning and testing of general plans over such
languages. We restrict ourselves to using benchmark sets because testing
whether a language has sufficient expressive power for an infinite class of
problems Q is challenging, as it requires a logical characterization of Q.

Before going into more detail, we give a positive answer: three-variable first-
order logic with counting quantifiers Cs suffices for all considered benchmark
sets. Moreover, its two-variable fragment Cs often suffices, showing that the
expressive power of a specific family of graph neural networks also suffices.

Our approach to obtaining these results is simple and effective. It uses two
important theoretical results from the literature:

R1 The k-dimensional Weisfeiler-Leman algorithm, also called k-WL, has
the same expressive power as k+ 1-variable first-order logic with count-
ing quantifiers Cg,; (Cai et al. 1992).

R2 The family of aggregate-combine-readout graph neural networks, also
called ACR-GNNs, can capture any two-variable first-order logic with
counting quantifiers C, formula (Barcelé et al. 2020; Grohe 2021).%

Our method runs the k-WL algorithm (Weisfeiler and Leman 1968) to find
expressivity conflicts among all pairs of states in the benchmark set. Then,
we use the abovementioned results from the literature to deduce whether the
expressive power of other languages sulffices.

The chapter is organized as follows: First, we describe our method. Second,
we present experimental results, using our method to exhaustively check for
expressivity conflicts in several planning benchmark sets from the International
Planning Competition. Last, we summarize our results while discussing related
work, present ideas for future research, and conclude.

7.1 Method

Building on our graph encoding of states (relational structures) from Chapter 6,
we develop a method to find languages whose expressive power is sufficient for
a benchmark set Q7 of planning problems. Recall that our encoding preserves
state information, ensuring that two graphs are isomorphic if and only if their
relational structures are isomorphic.

4ACR-GNNss are traditional graph neural networks where global aggregate
information is taken into account.
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The expressive power of a feature language £ captures its ability to distinguish
graphs, which, in our case, precisely encode states (Immerman 1998). For
example, in problems from the class 9y, over the laundry domain, the first-
order sentence ¢ = Jz.holding(x) distinguishes any state where the robot
holds a laundry piece from any state where it does not hold a piece. Fail-
ure to distinguish non-isomorphic states may disqualify the assignment of
different behaviors to those states. Hence, a feature language £ has sufficient
expressivity power if and only if it can distinguish between all pairs of non-
isomorphic states in problems from a class of problems O, and we may say £
has sufficient expressivity.

Our method analyzes the required expressive power relative to k-variable
first-order logic with counting quantifiers (C;). More precisely, we are looking
for the smallest k such that C, has sufficient expressivity. We use result R1
from the literature to use the k-WL algorithm for finding such a smallest %.

The k-WL algorithm (Weisfeiler and Leman 1968) is a graph coloring algorithm
for approximate graph isomorphism testing. It takes as input a graph and
computes a stable coloring. The algorithm runs in time polynomial in the graph
size if k is fixed. If the stable colorings of two graphs are identical, then k-WL
cannot distinguish them. Moreover, if the two graphs are non-isomorphic, then
k-WL falsely identifies them as isomorphic. Conflicts arise when k-WL falsely
identifies two non-isomorphic states as isomorphic, resulting in an expressivity
conflict or simply an E-conflict. Moreover, if both states share the same goal
distance V*, they form a V-conflict. V-conflicts are less problematic for learning
optimal goal distances as they do not affect the accuracy of distance predictions.
However, E-conflicts are generally problematic for learning general plans, as
the algorithm treats different states that represent different problem aspects as
identical, potentially disqualifying the assignment of different behaviors, i.e.,
actions, to those states.

Hence, if k-WL does not find a conflict on any pair of non-equivalent states
in Q7, then its expressivity suffices, and we can apply result R1 from the
literature to deduce that the expressivity of Cj,; must also suffice. In the
special case of k equal to 1, we can apply result R2 from the literature on top
to deduce that the expressivity of the family of ACR-GNN must also suffice.

7.2 Experiments

We ran experiments to find conflicts in benchmark sets of problems over plan-
ning domains from the International Planning Competition. The benchmark
sets contain small problems that we sampled using PDDL generators (Seipp
et al. 2022). We first computed the abstractions presented in Chapter 6 to par-
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1-WL 2-FWL

Domain #9 #S #S/iso #E #V #E #V
Barman 510 115 M 38M 1,326 537 0 O
Blocks3ops 600 146K 133K 50 20 0 O
Blocks4ops 600 122K 110K 54 27 0 O
Blocks4ops-clear 120 31K 3K 0 0 0 O
Blocks4ops-on 150 31K 8K 0 0 0 O
Childsnack 30 58K 5K 0 0 0 O
Delivery 540 412K 62 K 0 0 0 O
Ferry 180 8K 4K 36 36 0 0
Grid 1,799 438K 370K 42 38 0 O
Gripper 5 1K 90 0 0O 0 O
Hiking 720 44 M 5M 0 0 0 O
Logistics 720 69K 38K 131 131 0 O
Miconic 360 32K 22 K 0 0 0 O
Reward 240 14K 11K 0 0O 0 O
Rovers 514 39M 34 M 0 0O 0 O
Satellite 960 14 M 8M 5,304 4226 0 O
Spanner 270 9K 4K 0 0O 0 O
Visitall 660 3M 2M 0 0 0 O

Table 7.1: Overview of the number of conflicts detected in our benchmark sets,
showing the number of problems used in our experiments (#Q), the number
of total states (#S), the number of equivalence classes where states of each
problem are partitioned individually (#S/;s,), the number of expressivity
conflicts caused by 1-WL and 2-FWL (#E), and the number of E-conflicts where
states have the same optimal goal distance V* (#V).

tition the states into their equivalence classes. We ran color refinement (1-WL)
and the 2-dimensional (Folklore) Weisfeiler-Leman algorithm (2-FWL) to find
conflicts among pairs of representative states from each equivalence class in
each problem. We set a time limit of 6 hours per problem. We accumulated
the conflicts of successful runs with problems that contain at most 1M states.

Table 7.1 shows the total number of problems (#Q), the total number of states
in the state spaces (#8), the total number of state equivalence classes (#S /;s0)
where the states of each problem are partitioned individually, and the number
of E-conflicts (#E) and V-conflicts (#V) caused by 1-WL and 2-FWL.

The number of states ranges from 1K in Gripper to 115M in Barman, showing
that our method can handle large benchmark sets. We can observe that the
1-WL algorithm finds no conflicts in 11 out of all 18 domains, and in the
remaining 7 domains, there are both types of conflicts. Most importantly, all
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conflicts disappear when using the more expressive 2-FWL algorithm. Using
the equivalences from the literature, we can summarize the main results:

1. 1-WL, C,, and ACR-GNNs have sufficient expressivity for 11 benchmark
sets, and

2. 2-FWL, and C3 have sufficient expressivity for all benchmark sets.

While these findings do not give strong guarantees for successfully learning
general plans, our findings often show empirical alignment with previous work
on learning general policies using graph neural networks (Stahlberg, Bonet,
et al. 2023). For example, we do not find any 1-WL conflicts in domains
such as Delivery, Gripper, Miconic, and Visitall where Stdhlberg, Bonet, et
al. (2023) successfully learn a nearly perfect general policy. Moreover, we
find 1-WL conflicts in domains such as Logistics and Grid, where the same
approach of the same authors fails. However, we do not find conflicts in Rovers
where the same authors claim that it requires C3 expressivity because of the
importance of a ternary predicate, indicating that our benchmark set does not
cover all aspects of the domain (Stahlberg, Bonet, et al. 2022a). In recent work
(Stéhlberg, Bonet, et al. 2025), the same authors show that more expressive
families of graph neural networks can successfully learn nearly perfect general
policies for planning domains where the two-variable fragment is insufficient.

7.3 Discussion

We introduced a method for testing whether k-WL, C,, and ACR-GNNs have
sufficient expressivity for several planning benchmark sets. Our method lever-
ages the close relationship between those languages from the literature (Cai
et al. 1992; Barceld et al. 2020; Grohe 2021). Our experimental results show
that 2-FWL and C; always suffice for our benchmark sets, a computationally
manageable level of expressive power. Furthermore, 1-WL, Co, and ACR-GNNs
often suffices (Barcel6 et al. 2020). While our method does not give strong
guarantees for learning general plans, our findings often show empirical align-
ment with previous work on learning general policies using graph neural
networks (Stdhlberg, Bonet, et al. 2023).

Our method complements work done in parallel that evaluates whether several
families of graph neural networks have sufficient expressivity for planning
benchmark sets (Horcik and Sir 2024). While their approach uses randomly
initialized graph neural networks from different families to find conflicts in
distinguishing non-isomorphic states, our method precisely assesses whether
the expressive power of the specific ACR-GNN family suffices.
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7. Expressive Learning Requirements

Our method could enhance previous work on learning heuristic functions over
k-WL features in planning (Chen, Trevizan, et al. 2024). These features are
colorings of earlier iterations j of the k-WL that are not necessarily stable
colorings and, hence, less expressive in distinguishing non-isomorphic states.
These heuristics do not aim to represent general plans but to balance heuristic
informativity with evaluation speed effectively. Our work can find suitable
values of j and k, automatically adapting the method to more complex planning
domains. More specifically, for a given training set, one can find values for j
and k such that the language of k-WL colorings at iteration j has sufficient
expressivity for a benchmark set.

In the context of this work, a promising direction for future work is getting
more fine-grained control over the construction of explicit feature pools over
description logic grammars. This includes developing methods to test whether
the expressive power of a specific description logic suffices. For example, the
expressive power of description logic ALCQ is equivalent to GCo, which in
turn is less expressive than C, (Baader et al. 2003). Creating explicit feature
pools with sufficient expressivity for the training set can improve combinatorial
learning methods by reducing the number of overly complex features.

In summary, our method can assess whether the expressive power of several
languages suffices for a given benchmark set, helping systems dynamically
adapt language expressivity for learning to plan.

Building on the insights of this chapter on analyzing the expressivity require-
ments and the previous chapter on equivalence-based abstractions, we suggest
that further analyzing collections of problems and exploiting the obtained infor-
mation is a key challenge for the effective integration of learning and planning.
An effective integration requires systems to process collections of problems effi-
ciently. Furthermore, since general plans are highly informative, an exponential
preprocessing step, called grounding (Helmert 2009), is often unnecessary.
The next chapter presents a library tailored to address these tasks while sup-
porting expressive planning language features. More specifically, it works with
collections of problems and avoids grounding by working directly on first-order
problem representations.
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Lifted Planning With
Expressive Extensions

A planner is an algorithm that takes as input a problem and aims to find a
plan. The planning domain definition language (PDDL) is a standardized lan-
guage for representing input problems (McDermott et al. 1998). Researchers
incrementally extended the language features for more accurately modeling
complex real-world problems such as support for numeric state variables (Fox
and Long 2003), derived predicates, which are relations derived from basic
predicates (Edelkamp and Hoffmann 2004). Explicit search planners con-
struct a search graph where nodes represent states and edges represent state
transitions caused by applying actions. The two central operations are the
computation of the applicable actions in a state and computing the successor
state when applying an action in a state. The primary planning paradigms are
lifted planning and grounded planning. Lifted planners operate on the lifted
problem representation and determine the applicable ground actions in a state
online using combinatorial approaches such as constraint satisfaction (Frances
2017), conjunctive queries (Corréa, Pommerening, et al. 2020), or maximum
clique enumeration (Stahlberg 2023). In the past three decades, research has
shifted focus from the lifted to the grounded planning paradigm (Corréa and
Giacomo 2024). This trend stems from grounded planners’ effectiveness and
computational efficiency on many benchmark sets. Grounded planners first
generate a ground problem representation by substituting variables in action
schemas with all possible object combinations. This grounding process may
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8. Lifted Planning With Expressive Extensions

result in a combinatorial explosion in the number of ground atoms, ground ac-
tions, and size of the tree data structure for efficiently retrieving the applicable
ground actions in a state (Helmert 2006). Grounding becomes infeasible with
high-arity predicates, complex dependencies, or a large set of objects.

Heuristic search (Hart et al. 1968) is one of the most widely used explicit
search techniques to solve planning problems. Heuristic search techniques
often solve a relaxed version of the problem, i.e., tractable approximation, and
use it to guide the search in the actual problem (Bonet and Geffner 2001).
Since the relaxed version is a simplified, heuristic values often deviate from
true goal distances, leading to more state expansions. Grounded heuristic
search planners achieve the best results by effectively balancing heuristic infor-
mativity with evaluation speed (e.g., Hoffmann and Nebel 2001). Conversely,
lifted planners require stronger heuristic informativity to balance the higher
costs associated with generating the applicable ground actions in a state by
expanding fewer states. High informativity is central in generalized planning,
where general plans ensure a polynomially bounded number of state expan-
sions. Consequently, general plans can balance the higher costs of generating
the applicable ground actions in a state, making lifted planning a powerful
paradigm for generalized planning (Drexler, Seipp, and Geffner 2024).

As lifted planning has been sidelined for many years, the available planners
to solve planning problems with this paradigm are insufficient. The primary
reason is that several expressive PDDL language features, such as conditional
effects and derived predicates, are not supported. However, these language
features cannot be compiled away without an exponential blowup in the
problem size (Gazen and Knoblock 1997; Nebel 2000; Thiébaux et al. 2005).
Hence, it is beneficial for planners to support these features natively.

To bridge this gap, we present a new version of Mimir (Stihlberg 2023), a C++
planning library that seamlessly integrates grounded and lifted planning where
we added native support of the abovementioned expressive PDDL features.> To
the best of our knowledge, no other lifted PDDL-based planner supports these
expressive extensions. We evaluate Mimir against two state-of-the-art planning
systems on three benchmark sets with uninformed (blind) A* search (Hart et al.
1968): Fast Downward (Helmert 2006), a specialized grounded planner and
Powerlifted (Corréa, Pommerening, et al. 2020), a specialized lifted planner.
Our experimental results show that Mimir competes with state-of-the-art and
performs favorably in lifted planning. In addition, while Mimir is fully written
in C++, it provides Python bindings that support the development of heuristics
directly in Python. Furthermore, it can process multiple problems in memory,
making it a versatile tool for addressing generalized planning.

>Mimir is available at https://github.com/simon-stahlberg/mimir.
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8.1. Expressive Language Extensions

This chapter is organized as follows. First, we briefly discuss the expressive
PDDL language features. Second, we present the experimental evaluation,
including the objective, the setup, the configurations, the benchmarks, and the
results. Last, we summarize, conclude, and present ideas for future work.

8.1 Expressive Language Extensions

8.1.1 Conditional Effects

Conditional effects are an action effect structure that triggers specific effects
depending on the current state. For example, consider an action to compile a
LaTeX file into a PDF file where the choice of several compile options affects the
outcome. A plan length preserving representation without conditional effects
requires an exponential number of actions, i.e., multiplying out the conditional
effects, resulting in an action without conditional for each combination (Nebel
2000). Conditional effects are also helpful in modeling state-dependent action
costs that also cannot concisely be compiled away (Speck et al. 2021) and are
crucial for accurately modeling complex real-world problems (Geil3er 2018).
For example, the action cost for driving a truck from one location to another
might depend on the load in the truck, the traffic on the road, and the gas
price.

8.1.2 Derived Predicates

Derived predicates are predicates whose interpretation, i.e., ground state
atoms, are derived from the ground state atoms over the basic predicates
through axioms. An axiom has a precondition and a single ground atom
over a derived predicate in its effect. Applying an axiom in a state does not
result in a state change but instead adds additional ground atoms to the state.
Axioms are evaluated using fixed-point iteration until no more ground atoms
can be derived. Ground atoms over basic predicates may appear in action
effects. However, ground atoms over derived predicates may only appear in
conditions such as action preconditions, conditional effect preconditions, or
goal conditions (Thiébaux et al. 2005).

Derived predicates are helpful because they can capture complex action pre-
conditions, conditional effect conditions, or goal conditions. For instance, we
can compile quantified conditions into axioms to remove quantifiers and sig-
nificantly simplify the problem structure (Helmert 2009). Derived predicates
and axioms can easily express transitive closure, which is less intuitive with
actions that additionally result in state changes (Thiébaux et al. 2005).
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8. Lifted Planning With Expressive Extensions

8.2 Experiments

We compare Mimir against two state-of-the-art planning systems, Fast Down-
ward (Helmert 2006) and Powerlifted (Corréa, Pommerening, et al. 2020), on
three benchmark sets. The outline is as follows: First, we describe the objec-
tives of our experimental evaluation. Second, we describe the setup, including
resource limits and performance metrics. Third, we describe the technical
details of each planner configuration. Fourth, we discuss the benchmark sets.
Last, we present the gathered data and interpret it.

8.2.1 Objective

Our experimental evaluation aims to understand the effectiveness of the in-
ternal data structures and algorithms for searching for a plan by iteratively
expanding states to find a goal state of a given planning problem. Perfor-
mance depends primarily on the planner’s ability to compactly store states,
search nodes, ground actions, and ground axioms, and efficiently generate the
applicable actions for a given state.

Our evaluation uses an uninformed A* search with a blind heuristic. While
using the same heuristics could also ensure fairness, the choice of a blind
heuristic simplifies the comparison by removing heuristic guidance entirely.
Hence, our comparison focuses on the raw computational efficiency of the
planners’ internal data structures and algorithms.

8.2.2 Common Setup

We use the following resource constraint to test the planners’ ability to operate
efficiently within both time and memory limitations:

* Memory limit: 8 GB

* Time limit: 30 minutes
We use the following performance metrics to compare all planners:

* Coverage: the total number of solved problems

* Total time: the geometric mean over the total time in milliseconds
needed to solve all problems.

¢ Search time: the geometric mean over the search time in milliseconds
needed to solve all problems.

Search time and total time consider problems solved by all planners.
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8.2.3 Planner configurations

We consider the following planner configurations in our evaluation.

* Fast-Downward is a grounded planner (Helmert 2006). It uses a
dense finite-domain state representation, i.e., the value assigned to
a variable in the state represents one of several mutually exclusive
atoms or potentially none of those. A preprocessing step called mutex
analysis detects these mutually exclusive variables and can result in
a very compact state representation (Helmert 2009). We turn off the
detection of irrelevant variables to obtain comparable search behavior.

* Powerlifted is a lifted planner that uses conjunctive queries for com-
puting the applicable actions in a state (Corréa, Pommerening, et al.
2020). It uses a sparse state representation, i.e., it only contains ground
atoms that are true in the state, which can be more compact than a
finite-domain representation. However, the contrary usually holds if
the number of atoms in a ground problem representation is small. Pow-
erlifted does not support negative preconditions, derived predicates,
conditional effects, and quantified preconditions.

¢ Mimir-lifted and Mimir-grounded are lifted, respectively grounded,
planners. The lifted planner uses k-clique enumeration to compute
applicable actions in a state (Stdhlberg 2023). It uses a sparse state
representation. In addition to Powerlifted, Mimir compresses the state
to the smallest required bit-width to represent all atoms in the state.

8.2.4 Benchmarks

In our evaluation, we consider the following benchmark sets, which cover
a diverse set of challenges occurring in planning problems: easy-to-ground
benchmarks that use the simple STRIPS formalism, hard-to-ground benchmarks
in the same formalism, and benchmarks over more expressive formalisms that
allow for more compact encodings.

e STRIPS: The STRIPS benchmark set consists of easy-to-ground planning
domains from the International Planning Competition that use simple
formal STRIPS planning.

* HTG: The HTG benchmark set consists of hard-to-ground planning
domains that use the simple STRIPS planning formalism where the
ground problem representation contains infeasibly large numbers of
ground atoms and/or actions.
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* ADL: The ADL benchmark set consists of easy-to-ground planning do-
mains from the International Planning Competition that use more PDDL
language features such as negative preconditions, derived predicates,
disjunctive preconditions, quantified-preconditions, and conditional
effects.

8.2.5 Overview of the Results

Planner Coverage Total Time [ms] Search Time [ms]
. Fast-Downward 659 1273 261
&  Mimir-grounded 611 756 313
& Powerlifted 539 6958 6050
9 Mimir-lifted 598 2574 1692
Fast-Downward 108 3132 102
8 Mimir-grounded 88 3270 61
T Powerlifted 135 344 217
Mimir-lifted 137 522 270
Fast-Downward 365 2394 399
~  Mimir-grounded 336 1334 599
a N
< Powerlifted - - -
Mimir-lifted 299 5722 4544

Table 8.1: Comparison of the planner configurations on three benchmark
sets: hard-to-ground (HTG), optimal STRIPS (STRIPS), and optimal ADL
(ADL) of the International Planning Competition (IPC), showing the total
number of solved problems (Coverage), the geometric mean of the total time
in milliseconds (Total Time), and the search time in milliseconds (Search
Time). We denote configurations with insufficient PDDL language support on
a benchmark set by “~”. We highlight the best configuration with boldface.

Table 8.1 shows the results of running all planner configurations on all bench-
mark sets. On easy-to-ground benchmarks, Fast-Downward has the lowest
search time and overall highest coverage on the IPC STRIPS and ADL bench-
marks. The preprocessing step is costly, resulting in a higher total time than
Mimir-grounded. Fast-Downward and Mimir-grounded achieve comparable
search time scores. The higher coverage suggests that Fast Downward’s state
representation is more compact, allowing it to generate more states. Power-
lifted has the best runtime score on hard-to-ground benchmarks. However,
Powerlifted achieves significantly worse scores in all three performance metrics
in easy-to-ground benchmarks. The comparison to lifted planners suggest
that Fast-Downward’s and Mimir’s grounding step costs a comparable and
significant amount of time on hard-to-ground benchmarks. Mimir’s costs are
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Figure 8.1: A pairwise comparison between Mimir-grounded and Fast Down-
ward on the STRIPS benchmark, comparing the total time in milliseconds
required to find a plan. We label a problem “easy” if both configurations
require less than 10000 milliseconds, and otherwise, we label it “hard”.

even higher because the tree structure used to retrieve applicable actions is
based on a less compact state representation than Fast-Downward’s, based
on a compact finite-domain state representation (FDR). While the overall
comparison in Table 8.1 highlights major trends, a deeper dive into pairwise
comparisons helps explain the observed differences in total time.

8.2.6 Grounded Comparison

Figure 8.1 shows the pairwise comparison between Fast-Downward and Mimir-
grounded on the STRIPS benchmark set. We label a problem “easy” if both
configurations require less than 10000 milliseconds, and otherwise, we label it
“hard”. On easy problems, Mimir-grounded often finds a plan quicker because it
does not perform the mutex analysis preprocessing step, which Fast-Downward
uses to derive a compact finite-domain state representation. On hard problems,
Fast-Downward is often faster by a small constant factor. Fast-Downward
solves significantly more problems, indicating that its state representation is
more compact, allowing it to generate more states.
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Figure 8.2: A pairwise comparison between Mimir-lifted and Powerlifted
configurations on the HTG benchmark set, comparing the total time in millisec-
onds required to find a plan. We label a problem “easy” if both configurations
require less than 10000 milliseconds, and otherwise, we label it “hard”.

8.2.7 Lifted Comparison

Figure 8.2 shows the pairwise comparison between Powerlifted and Mimir-
lifted on the HTG benchmark set. We use the labeling of “easy” and “hard”
problems from before. On easy problems, Powerlifted performs better because
Mimir computes static consistency graphs for each action schema (Stdhlberg
2023) that are quadratic in the number of possible assignments of objects to
variables in the action. The advantage diminishes for hard problems, showing
only a slight advantage of Powerlifted but solving two fewer problems overall.

Figure 8.3 shows the pairwise comparison between Powerlifted and Mimir-
lifted on the STRIPS benchmark set. We use the labeling of “easy” and “hard”
problems from before. On easy and hard problems, Mimir-lifted performs
better, indicating that computing the static consistency graph becomes less
of a concern as the number of objects per problem in the benchmark set is
much smaller than in the HTG benchmark set. On hard problems, Mimir-lifted
almost strictly outperforms Powerlifted while solving a significantly higher
number of problems. Since the number of ground atoms is small, we suspect
that Mimir’s state compression step is advantageous, allowing it to generate
more states.
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Figure 8.3: A pairwise comparison between Mimir-lifted and Powerlifted on
the STRIPS benchmark, comparing the total time in milliseconds required to
find a plan. We label a problem “easy” if both configurations require less than
10000 milliseconds, and otherwise, we label it “hard”.

8.3 Discussion

We introduced a new version of Mimir, a planning library optimized for the
lifted problem representation. We added support for expressive PDDL features
like conditional effects and derived predicates for compactly modeling complex
real-world problems. While Mimir is optimized for the lifted problem represen-
tation, it can optionally operate on the ground problem representation, which
results in significant speedups if grounding is feasible. Mimir can work with
sets of problems, establishing it as an invaluable tool for generalized planning,
where general plans are often learned from sets of example problems.

While Mimir also incorporates well-known search algorithms like A* (Hart
et al. 1968), its primary focus lies in employing efficient algorithms and data
structures for the essential core functionalities critical to developing planners:
1) the computation of all applicable ground actions in a given state, and 2)
the computation of the successor state when applying a ground action in the
state. We use a k-clique enumeration for finding applicable ground actions
(Stahlberg 2023), which natively supports negative preconditions, while other
precondition features are compiled away.
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8. Lifted Planning With Expressive Extensions

We conducted an experimental evaluation to test Mimir’s ability to execute the
above two core functionalities efficiently under time and memory constraints.
Our comparison with state-of-the-art planners shows that Mimir is competi-
tive on the grounded representation and competes or often outperforms on
the lifted problem representation. The significant advantages of the lifted
representation on the STRIPS benchmarks, which often contain few ground
atoms, suggest that our state compression mechanism to the smallest required
bit-width is advantageous.

Building on Mimir’s strengths, our future work aims to expand its efficiency
and scalability and handle increasingly more complex planning environments.
The focus on the core planning functionality, such as computing the applicable
ground actions in a state and computing the successor state by applying a
ground action in a state, makes it straightforward to integrate more expressive
formalisms, such as numeric, probabilistic, or non-deterministic planning.

A natural next step is integrating numeric planning by extending the state with
numeric variables, extending actions with numeric effects, and incorporating
numeric constraints and effects into the k-clique-based applicable action gener-
ator. Our future work can help researchers address more complex generalized
planning problems with the grounded or lifted paradigm.
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Conclusions

We showed that policy sketches can represent the common subgoal structure in
many classical planning domains. Policy sketches are rules that split problems
into subproblems whose polynomial complexity is characterized by the notion
of width. We showed that policy sketches and the notion of width can illumi-
nate the long-standing problem of uncovering effective hierarchical structures
in artificial intelligence. We discussed its limitation in regards to reuse towards
different problem classes. To overcome this limitation, we discussed a language
extension called modules that parameterize policy sketches and make them
reusable. We presented methods for learning policy sketches and hierarchical
policies based on combinatorial optimization. Our solutions are interpretable
and contain a few syntactic elements, allowing us to show their correctness
for an entire problem class by hand. When the learning fails, it typically stems
from limited scalability or a lack of expressivity. To address the scalability
limitation, we introduced equivalence-based abstractions. Equivalence-based
abstraction uses a notion of state symmetry (isomorphisms) to reduce the
number of states during learning. To address the issue of expressivity, we
introduced a method for testing the expressivity requirements of benchmark
sets of problems over planning domains. An empirical evaluation of several
benchmark sets shows that the expressivity needed is often upper bounded by
three-variable first-order logic with counting quantifiers. Our method is a tool
to understand failures and guide the approach towards the needed expressivity.
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9. Conclusions

We also make steps towards building a library for generalized planning, which
completely avoids an exponential grounding step that is often unnecessary in
generalized planning and supports expressive language extensions such as con-
ditional effects and derived predicates that cannot concisely be compiled away,
allowing researchers to address and model more complex real-world planning
domains. Our experimental results show that our library is competitive with
state-of-the-art systems or outperforms them.

Our findings contribute to the practical and theoretical foundation of gen-
eralized planning by providing characterizations and methods for learning
subgoal structures, abstractions based on symmetry reductions for more ef-
ficient learning, tools to explain failures of learning general plans, and an
expressive planning library focusing on generalized planning.
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